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Abstract 
 

This project research document aims to show how Artificial Intelligence (AI) platforms can be 

manipulated to produce results that would normally not be allowed by the safeguards that these 

platforms have in place. This project research document also aims to show some of the ways 

that threat actors are currently manipulating these platforms to help them with their illegal 

activities and that it is possible to create an application that can manipulate these platforms. 

Through the use of socially engineered queries, and custom instructions, these manipulations, 

help generate results that can be used to compromise a target system and so demonstrate how 

threat actors can potentially use these platforms. 

Investigating how threat actors use new and emerging technologies is a key area of 

cybersecurity research. The ‘know your enemy’ approach helps get a better understanding of 

how to defend a system against new and emerging threats by being able to duplicate how these 

technologies may be used to attack the system. This research document aims to address these 

topics and the project aims to demonstrate a potential approach that a threat actor may use. 
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1 Introduction 
 

The rate of integration of Artificial Intelligence (AI) into applications and its increased 

availability through the launch of platforms such as ChatGPT (the GPT in chat GPT stands for 

Generative Pretrained Transformer) and Bings AI assistant, means that users interact with 

extremely powerful software either intentionally (for example using ChatGPT) or 

unintentionally (E.G. Gamils predictive text service Gmail smart compose) (Best AI Text 

Prediction: n.d.) daily.  These publicly available platforms can also provide threat actors with 

impressive resources with which construct their attack vectors.  

The use of AI in cyberattacks is expanding (Artificial Intelligence and USBs Drive 8% Rise in 

Cyber-Attacks, n.d.-a) and this projects research document aims to demonstrate how threat 

actors can manipulate these platforms and use these platforms for malicious purposes.  

  

 This research document aims to answer Five questions: 

1) Is it possible to manipulate an AI platform? 

 

2)  Are threat actors currently manipulating AI platforms? 

 

3) Which AI platform is best suited for use in this project. 

 

4) What enumeration tools would best suit this project? 

 

5) What software language should be used for to develop the project application. 

 

First, this research document will give a brief overview of the AI In section two, in which 

different subfields within AI briefly described.  

In section three the current use of AI in cyberattacks is explored, attempting to answer the first 

and second of the five questions.  

Section four performs a comparative review of AI platforms to determine which platform 

would best suit the project going forward and thereby answering question three.  

Section five will discuss the enumeration tools that will be used in the practical portion of the 

project and explain why they are suitable for this project’s practical implementation.  

Section six will discuss the chosen platform was manipulated and results that were achieved 

through manipulation. 

Section seven aims to answer the final question by discussing the software languages available 

for developing the project application.  

While section eight discusses potential future areas of growth for the use of AI by threat actors. 

In summary through the process of answering the above the research aims to show that not 

only is it possible to manipulate AI platforms for malicious purposes but that threat actors are 
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currently doing so. The research also aims to determine the best AI platform, enumeration tools, 

and software language overall for use in this project as well as looking at areas of potential 

growth in the use of AI platforms by threat actors. 

 

2.1 What is AI? 
 

Artificial Intelligence (AI) is an area of computing, dedicated to problem solving using 

solutions that simulate the human brain using Artificial Neural Networks (ANNs) or Simulated 

Neural Networks (SNNs) (What Are Neural Networks? | IBM, n.d.). Professor John McCarthy 

coined the term artificial intelligence in 1955 and defined by him as “the science and 

engineering of making intelligent machines” (Hamet & Tremblay, 2017). AI is a broad term 

that encompasses several different subfields: Autonomous Systems, Machine learning, Deep 

learning, Narrow AI, Large Language Models (LLM), and Generative Adversarial Network 

(GAN). Before we can explore the sub-categories, we must first understand what an artificial 

neural network is. To do this we must look at the basic component that it is modelled after, the 

human neuron.  

2.12 The Neuron 
 

What is a neuron? A neuron is the foundation of the brain and nervous system. They are 

responsible for electrochemical communication throughout the body (A Helpful Guide To 

Neuron Anatomy With Diagrams, n.d.), and are the processing units of the brain and nervous 

system. Figure 1 below shows a comparison of the anatomy of a biological neuron with that of 

an artificial neuron. In a biological neuron Information is received in through the dendrites and 

outputted through the axons. In an artificial Neuron the information is received through the 

inputs (similar to dendrites) in1 to inn and, along with bias input is processed using a sigmoid 

activation function (Artificial Neural Networks, n.d.) and outputted. The inclusion of the 

sigmoid activation function helped to solve a classification problem that had shortcoming of 

the perceptron (forerunner of the neuron) and had resulted in the stagnation of the development 

of AI for years (The Differences between Artificial and Biological Neural Networks | by 

Richard Nagyfi | Towards Data Science, n.d.) and paved the way for the development of 

artificial neural networks.  
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Fig 1 compares the structure of a biological neuron vs that of an artificial neuron (The 

Differences between Artificial and Biological Neural Networks | by Richard Nagyfi | Towards 

Data Science, n.d.). 

These artificial neurons by themselves are not particularly powerful, the strength lies in the 

ability of these artificial neurons to be connected together to form an Artificial Neural 

Networks (ANN) (Dongare et al., 2008).  The development of neural networks led to the 

development of different subfields of AI as mentioned above. It is these subfields that will be 

given a brief overview throughout the rest of this section. 

 

2.13 Machine learning 

Machine learning is an area of artificial intelligence study that focuses on to interconnected 

issues: what laws govern all learning systems and how to develop computer systems that can 

improve through experience (Jordan & Mitchell, 2015). Machine learning has become an 

integral part of other subfield of AI study including natural language processing, and computer 

vision. Systems based on machine learning are trained by giving the system examples of 

desired outputs for given inputs so that the system can learn to produce expected outputs for 

previously unknown inputs. Machine learning can be further divided into subcategories such 

as supervised learning, unsupervised learning, and reinforcement learning. 

Supervised learning uses labelled datasets, these datasets have been tagged or labelled to 

classify the data to help teach the algorithm to correctly categorise unknown input once training 

has been completed (What Is Labeled Data? | DataCamp, n.d.). This helps the algorithm such 

as emails as ‘spam’ or ‘not spam’ or ‘malicious’ or ‘non malicious’ when the training process 

has been completed (What Is Supervised Learning? | IBM, n.d.). 

Unsupervised learning this form of machine learning in which the algorithm learns by 

analysing large pools of date to uncover hidden patterns within the data (What Is Unsupervised 

Learning? | IBM, n.d.). unsupervised learning uses techniques such as clustering, where data 
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extracted from the data pool is grouped together based on either their similarities or differences. 

Unsupervised learning can be used to train algorithms for use in areas such as customer 

segmentation and image recognition. 

Reinforcement learning is a form of machine learning where the algorithm must independently 

learn from within the environment that it has been deployed within, the course of action or 

sequence of actions that will result in the maximum reward. In this type of machine learning 

the algorithm uses a process similar to ‘trial and error’ to eliminate actions that lead to a less 

desired result (What Is Reinforcement Learning? – Overview of How It Works | Synopsys, n.d.).      

   

2.14 Deep Learning 

A subset of machine learning, deep learning involves the use of more complex neural networks 

and require less pre-processing of the data (What Is Deep Learning? | IBM, n.d.). These 

algorithms are ideal for categorisation tasks such as determining the type of pet that a set of 

pictures contain by determining which features within the images within the images distinguish 

each type of animal. Deep learning algorithms are capable of self-adjusting to improve 

accuracy and allows it to be more accurate when predicting what a photo of new type of animal, 

for example would be. 

 

2.15 Large Language Models 

Large language models are built on advancements in deep learning models that focus 

specifically on the areas of human languages and can be used for tasks such as language 

translation, and chatbots (What Are Large Language Models - MachineLearningMastery.Com, 

n.d.). published in 2017 Vaswani et al. a paper “Attention is All You Need,” (Vaswani et al., 

2017) which established the transformer model.  This type of approach allowed the retain 

relevance between a larger volume input and the output that the algorithm generated 

(Transformers in NLP: Definitions & Advantages | Capital One, n.d.).  This advancement in 

AI led to the development of models such as GPT4 and platforms like ChatGPT.  

 

2.16 Generative Adversarial Networks (GANs). 

Generative Adversarial Networks are comprised of two neural networks a generator and a 

discriminator (Generative Adversarial Networks Explained - IBM Developer, n.d.), in which 

the generator generates new data that is similar to the real world data being fed into the 

discriminator whose function is to distinguish between the fake data produced by the generator 

and the real world data that is fed into it. The purpose of the generator is to produce false data 

that can fool the discriminator (Pan et al., 2019). One of the applications of this type of model 

is in the area of deepfake detection (Preeti et al., 2023) where once trained, these models could 

be used to detect fake images more accurately on social media. 
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3 AI Assisted Cyber-attacks. 
 

The growth in both the volume and sophistication of cyber-attacks, with 2023 seeing an 8% 

rise in weekly attacks in the second quarter of the year (8% Rise in Cyber-Attacks, n.d.-b) has 

been fuelled in part through the use by cyber criminals of AI tools to assist with their illegal 

activities. Cyber-criminality is big business with, according to Check Points mid-year 

cybersecurity review, some organizations being mirrors of legitimate businesses that have 

research and development, quality assurance and even HR Staff (2023-Mid-Year-Cyber-

Security-Report, n.d.) and generating multi-million-euro revenue streams. These enterprises 

focus is on Ransomware as a Service (RaaS) or Distributed Denial of Service (DDOS) attacks 

with, at the time of writing, the highest recorded volume of requests per second during an attack 

being over 71 million. These Cyber-enterprises along with other cybercriminal groups leverage 

AI tools such as Open AI’s ChatGPT, Microsoft’s AI powered Bing search assistant or Googles 

Bard to produce malicious content that they can utilise it their attacks.  

 AI tools such as ChatGPT have measures in place to prevent misuse of the platform, but 

cybercriminals are actively developing new techniques to circumvent these measures and use 

these platforms to generate malicious content. The content being generated ranges from 

realistic phishing emails to using these platforms to refine existing malware and improve its 

effectiveness, to telegram bots designed to interact and manipulate platforms like ChatGPT to 

produce malicious content (Cybercriminals Bypass ChatGPT Restrictions to Generate 

Malicious Content - Check Point Blog, n.d.). The formers phishing attack being employed to 

aid in the distribution of the latter’s malware.  

With the introduction of OpenAI’s ChatGPT platform for use by the public on 30th of 

November 2022 (When Was ChatGPT Released? - Open AI Master, n.d.), the general public 

(and cybercriminals), gained access to an extremely powerful platform the likes of which 

would previously only been available to government agencies, large multi-national 

corporations, or large universities researching AI development. While this level of accessibility 

to generative AI tools are relatively new (at the time of writing, November 2023 ChatGPT’s 

public availability is just reaching its first anniversary) the concept of the deployment of an AI 

framework in an offensive Cybersecurity posture is not a new one.  

In 2017 Bishop Fox demonstrated an AI tool called Deep Hack (Bishop Fox | DeepHack Demo 

- Exploiting SQLi by Using an Open-Source…, n.d.). This tool was demonstrated performing 

a sequel injection attack on a website. The tool used a simple neural network and had been 

trained using known labelled datasets to perform the sequel injection (Project Ava | NCC Group 

Research Blog | Making the World Safer and More Secure, n.d.).  

Deep hack is database independent when it comes to training, it merely requires datasets to 

train from rather than needing that data to be stored in a particular format such as an SQL style 

database the dataset must be pre-labelled (I.E., identified as what is an attack versus what is 

not an attack) to train it to perform different attacks. Bishop Fox themselves caution that anyone 

training the tool for to perform different attacks would need to carefully layout the ruleset they 

use to avoid inadvertently rewarding unintended behaviours (behaviours that are outside of the 

parameters of the function the tool is being trained to carry out). They noted that training speed 

improved significantly when performed using the Graphics Processing Unit (GPU). 
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Cybersecurity researchers (Cybercriminals use ChatGPT to Generate Malicious Content - 

Check Point Blog, n.d.) have discovered instances of cybercriminals using ChatGPT to 

improve the code of an info stealer from 2019 (see fig 2 below) 

 

 

Figure 2. show a redacted image of improved info stealer code produced using ChatGPT. 

(Cybercriminals Bypass ChatGPT Restrictions to Generate Malicious Content) 

 

A white paper, produced in 2020 by Trend Micro, in conjunction with EUROPOL (European 

Union Agency for Law Enforcement Cooperation) and the UNICRI (United Nations 

Interregional Crime and Justice Research Institute) (Research, 2020), viewed the cybersecurity 

landscape at the time focusing on the use by cybercriminals of AI tools to aid their activities. 

The research showed how AI tools were being used to aid with activities such as Password 

guessing, and CAPTCHA breaking, with CAPTCHA solving tools such as XEvil 4.0 being 

rented out for $54.00 per week (Research, 2020). The paper also the examined the use of AI 

assisted bots to impersonate humans on social networking platforms and AIs use in social 

engineering.  
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The release of Natural Language Processing (NLP) platforms like Google Bard has resulted in 

a massive uptake in the use of these type of AI platforms and focused the attention of 

cybercriminals on the manipulation of these platforms for their own ends (Hype vs. Reality: AI 

in the Cybercriminal Underground - Security News, n.d.). 

Conclusion 
 

As this section shows, cybercriminals are using these platforms to produce or refine malicious 

content. This aids in proving the premise of this project, by showing that cybercriminals are 

both using AI platforms to create malicious content not just through the user interface, but also 

through the API by creating applications like telegram bots that use the platform to create 

malicious content.    

With the explosion in popularity of NLP AI platforms since the initial launch of Chat GPT, and 

the growth in their successful exploitation by cybercriminals, it was decided that the 

comparative review of AI platforms below would focus on NLP tools like Bing AI search etc.  

 

4 A Comparative review of AI models 
 

To determine which natural language AI platform would best suit the requirements of the 

project going forward a comparative review of the most suitable candidates was carried out. 

This involved the generation of sample data (consisting of scan results and queries presented 

later) which were fed into each of the AI platforms under review. The results were then be 

compared to determine which platform will be most susceptible to manipulation. The quality 

of the resultant output from each of the platforms under review will be compared to determine 

which platform under review would give the highest quality output. 

 The comparison also looked at API (Application Programming Interface) integration to 

determine which platforms provides the best options for integration during application 

development. Lastly the cost of API use for the platforms under review was compared. The 

results of these comparisons will help determine which of the platforms to use going forward. 

To summarize, there are four criteria for the comparative being carried out, these are: 

• Easy of manipulation 

• Quality of returned output. 

• Ease of API integration for Application development 

• Cost of API usage 

 

4.1 Review of the Platforms 

 

The platforms being reviewed are Google Bard which at the time of writing (November 2023) 

is still an experimental service, ChatGPT 3.5, and Microsoft’s Bing AI chatbot service (which 

is currently only compatible with the Edge Web browser.).   
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4.12 Requirements 

Each of the platforms had a specific set of requirements that needed to be fulfilled before one 

could interact with the platform. Table 1 below details the requirements for each platform. 

While not officially listed as a requirement to use a long-standing account, it was observed that 

when attempting to log into Bard on new or nearly new accounts the same error would occur. 

This would request the user or the users’ account administrator to enable access to Bard. 

Successful log-in was achieved only when using a mature google account. 

 

Platform: Requirements: 

Google Bard A google account (cannot be a new account) 

“you can use a personal Google Account 

that you manage on your own, or a Google 

Workspace account for which your 

administrator has enabled access to Bard. 

Also, you must be 18 or over to use Bard in 

the European Economic Area (EEA), 

Switzerland, and the UK.” 

Bing AI chatbot Requires the Microsoft Edge browser. 

Requires signed in Microsoft account to 

retain chat history but not necessary to use 

the platform. 

ChatGPT Requires account creation with a valid email 

address and phone number. 

Table 1. The requirements for interacting with the platforms. 

4.13 Features  

Each platform has its own features, some of which are unique to a specific platform, others 

common to all 3 platforms as shown in table 2 below. **It should be noted that the table of 

features refers “Front end” features or integrations provided by the platform developer. Each 

platform has API key generation available for developers to integrate the platform into their 

applications. 

Some of the features of the platforms being reviewed are: 

➢ Customisable theme: Can the user adjust the User Interface (UI) in some ways to suit 

their personal preferences. 

 

➢ Custom information: Can the user shape query responses by instructing the platform on 

how to process the query and what form the desired output should take. 

 

 

➢ Draft Responses: Can the user access alternative responses to the one that was outputted 

on screen. 

 

➢ Application and service integration: Does the platform have its services integrated and 

available as an option across other applications available from the platform developer.  
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Feature ChatGPT Bing Chatbot Google Bard Description 

Customisable theme Yes Yes Yes Customise appearance 

Custom information Yes No No Shape the response to a 

query based on the 

custom instructions 

entered 

Review draft 

responses 

No No Yes Review alternate 

responses generated 

by the AI platform. 

Application/service 

integration 

No ** No ** yes Extension integrates 

with multiple apps and 

services 

Table 2. Shows a list of features that are available in each of the platforms. 

 

Shown below in figure 3 are the results of the TCP/IP fingerprint portion from an NMAP scan 

of a home network. The fingerprint was fed into ChatGPT, Microsoft’s Bing AI chatbot 

companion and Google’s Bard AI chatbot. The Bing AI service has three modes: balanced, 

precise, and creative, of these only the creative mode produced any kind of usable response 

with the other modes asking for more information. All three recognised the input as TCP/IP 

fingerprinting, with Bard giving a 97% confidence that the fingerprinting result was the 

enumeration of an endpoint running a Windows operating system (OS). The result form Bard 

also allows the user to review different drafts of the answer to the query. The Bing chatbot 

returned the most accurate result for the operating system, correctly identifying the OS as 

Windows 10 but was slightly inaccurate on the build version which was 22H2 rather than 20H2 

as had been identified.  ChatGPT was more generic, identifying the OS as a version of Windows 

running on intel architecture and explaining what some of the options in the fingerprint input 

does.   

ChatGPT however contains an option called custom instructions which allows a user to create 

a scenario that changes how the platform responds to a query. Using the custom instructions in 

figure 4 the output from the same query can be altered dramatically, and different custom 

instructions can be used for each chat, allowing the user to create multiple profiles in ChatGPT. 

Figure 5 (see Appendix A for alternate outputs from the other platforms being reviewed) 

contains the output with generated code that was achieved using the custom instructions from 

figure 4.  This is an extremely useful feature that allows for easy manipulation of the platform 

when inputting for example, portions of scan results.  
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Figure 3 shows the fingerprint input used. 

 

Figure 4 shows custom instructions used modify the output of the fingerprint input. 
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Figure 5 shows the altered output of the fingerprint input using the custom instructions 

shown above. 

4.3 Output Quality 
 

To test the output quality of the platforms under review several queries were inputted to each 

and the output compared to see firstly if the response contained code and then to examine the 

quality of the code returned to determine if the code was executable or if additional steps were 

required to create functional code from the responses. Among these tests was a query relating 

to a Common Vulnerability and Exposures (CVE)  (CVEs are a way of publicly sharing 

information about cybersecurity vulnerabilities and provides a ranking system for severity) in 

JavaScript Object Notation (JSON) format that was published in April 2023, the CVE was fed 

into the three platforms under review with the accompanying question “How would I use 

python assess the impact of this vulnerability on my testbed?” 

 

The CVE being used as test input describes a vulnerability within a version of the firmware for 

a network device. Exploitation of the vulnerability involves overflowing the stack memory (a 

portion of memory where arguments, variables, operation results etc are temporarily stored 

during normal operations) of a sub-routine by assigning a larger volume of data to the stack 

than the stack memory has the capacity to handle. This gives the threat actor access to data and 

functions in memory that they would not normally have access to, allowing the threat actor to 

replace the functions in memory with their own code (What Is a Stack Overflow Error?, n.d.).    
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Bard generated general information about the vulnerability but no actual code as a response. 

When asked how one could use Python to reproduce the vulnerability it responded by saying 

it was a text-based AI and that it could not answer the question as shown in figure 6 below. 

 

Figure 6 shows Bard’s response to the query based on a JSON formatted CVE. 

 

The same query elicited a response which was nearer to the desired goal from ChatGPT when 

using the custom instructions shown above with a sample payload but would require additional 

coding in order to be fully functional exploitation code as shown in the figure below. The code 

generated as part of the response to the CVE that was part of the input query. The CVE used 

was published in 2023 which is after the date (September 2021) OpenAI have stated that 

ChatGPT had ceased training on data from the internet (ChatGPT Limitations: Here Are 11 

Things ChatGPT Won’t Do | Digital Trends, n.d.). This means It will not recognise the CVE 

by its number, but it will be able to answer the question about this CVE when presented with 

Jason formatted CVE information.  
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 Figure 7 shows the code outputted from ChatGPT’s response to the CVE based query. 

 

The Bing AI chatbots response to this form of query was most revealing. Not only did the Bing 

AI provide code as part of its response, but this response code included a more detailed payload 

but also contained shellcode that was comprised of binary instructions stored as Hexadecimal 

characters. At this point the code generated by Bing was inputted into ChatGPT and the 

platform was asked to assess the code generated by the Bing AI. ChatGPT determined that the 

code was an example of exploitation of the vulnerability described in the CVE. When asked to 

de-obfuscate the shellcode it generated assembly instructions and a brief description of the 

tools one required to carry out the tasks manually. The same question was put to the ChatGPT 

platform which provided the assembly instructions with descriptions of their functions as 

comments beside each line.  

 

4.4 Ease of API integration 
 

All the platforms under review can be accessed through the use of API keys: these are strings 

of characters generated by the platform at the request of an account holder and allow the 

external application access to the platform based on the API keys association with the verified 

account.  

These keys can be valid for a certain period of time, or permanent and can be revoked either 

by the user (if for example the task for which the key was generated has been completed and 



17 

 

no longer needed or the key has been compromised and a new key needs to be generated) or 

by the platform if for example the account that requested the keys or the application using the 

keys violated the platforms terms of use. 

In addition to API keys there are libraries available for integrating the platforms with an 

external application. The open.ai library can be downloaded and installed when integrating any 

of the Open AI platforms including ChatGPT with an application being developed using the 

Python language.  Similar libraries are available for other languages such as C++ and Java to 

name but two. Open AI has extensive documentation on implementation (Text Generation - 

OpenAI API, n.d.).  

Currently the Bing chat API is in preview mode and so API keys are, at the time of writing, 

not available to the general public.  

4.5 Cost of API Use 
 

The use of the platforms through an API key integration incurs a cost. The exact cost for use 

depends on the platform and the pricing plan and version being accessed through the integrated 

API. Open AI offers several different API pricings depending on the platform and version being 

accessed. 

To access the Bard API currently requires the creation of a google cloud business account 

(Google Bard API: Exploring Creativity, n.d.) which requires the use of a credit card to 

complete while Bing chat currently has no pricing currently available (availability was 

withdrawn during the writing of this document) to the API service. Of the three platforms 

reviewed, only ChatGPT has pricing for API access available online at the time of writing 

(December 2023). Below are the figures for API access for ChatGPT. 

 

 

 

 

 

 

 

 

 

 

Figure above shows the pricing for API access for ChatGPT. 

With ChatGPT each 1k tokens is approximately 750 words. 
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4.6 Conclusion 
 

Based on the comparison of the three platforms overall, the ChatGPT platform provided the 

best mix of output quality, ease of API integration, cost of use, and features. This coupled with 

Bards lack of code generation and the recent changes with the Bing chat platform, ** mean 

that the best platform under review that would be suitable for continued use for this project is 

the ChatGPT platform. ChatGPT was chosen, due in part to the code responses it generated, 

the ability to use custom instructions to allow the user to alter how the platform responds to 

queries, as well as the changes to the Bing platform and availability of a concreate pricing 

structure. 

**see addendum for update on the Bing chat AI platform. 

 

5 Enumeration Tools 
 

Enumeration tools are used to gain knowledge about a target networks, groups, users, and 

information about intermediary devices (routers switches etc) (What Is Enumeration in Ethical 

Hacking? [Updated 2023], n.d.). There are various tools available that when used together can 

create a more comprehensive picture of the target and allow a threat actor gain access to a target 

or help extending their compromise deeper into the network under threat. Some of these tools 

will be discussed below and include tools such as Nmap, Bloodhound/sharphound, 

Nmblookup, and PowerView. Some of the tools discussed are cross platform, with versions 

available for Microsoft Windows as well as various distributions of Linux, while others reside 

solely on the Linux OS. 

5.1 Why these tools? 

Both Nmap and Nmblookup are pre-installed in Kali Linux (the operating system of the red 

teamer/treat actor). Nmap is one of the most commonly used network enumeration tools, and 

so can be used to map online devices and potential services that would serve as an avenue of 

attack within the target environment (the chosen target is a Windows Active Directory Domain 

based network). 

 Nmblookup/smbclient are part of the Server message Block (Samba or SMB) (The SMB 

protocol is a client-server communications protocol used for to accessfiles and folders, printers, 

and other resources across a network and is used primarily for connection to Windows hosts 

(What Is the Server Message Block (SMB) Protocol? How Does It Work?, n.d.))  is  suite of 

tools available within the Linux environment to allow integration with the Windows Active 

directory/network environment (What Is Samba?, n.d.). The Nmblookup command from this 

suite is used to discover the Network Basic Input/Output System name of SMB servers found 

via Nmap scan using the -p 139 or -p 445 (the ports that SMB utilises) (What Is an SMB Port 

+ Ports 445 and 139 Explained, n.d.). Smbclient can then be used to discover the network 

shares available on each server, providing another attack vector within the Windows 

environment.  
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Bloodhound enumerates attack paths and weak links within an Active Directory environment 

(25 Top Penetration Testing Tools for Kali Linux in 2023, n.d.), using Sharphound to collect 

the data.  It can identify nodes of interest such as nodes where administrators have logged in 

the relationships between objects using the mathematics of graph theory. It can export its results 

to a Comma Separated, Value (CSV) file making it particularly suited to the target 

environment. PowerView utilises PowerShell to enumerate where users have log in from and 

can be used to monitor existing logged-in sessions within the Active Directory environment. 

With the exception of Nmap, all of these tools are used to the enumerate Active Directory 

environments and so are well suited to the task of enumerating the target environment. Each 

enumeration tool is discussed in more detail below. 

 

➢ Nmap: A tool used for port scanning. 

➢ Bloodhound/Sharphound: Sniffs out attack paths and weak links. 

➢ Nmblookup/Smbclient: Used to discover exposed network shares.  

➢ PowerView: A PowerShell script for enumerating the Active Directory environment. 

 

5.2 Nmap 

 

Nmap is one of the most widely used enumeration tools and is used to perform port scanning 

(Chapter 15. Nmap Reference Guide | Nmap Network Scanning, n.d.). Port scanning is where 

a target device is sent a number of crafted network packets on a number of ports or doorways 

into the device in an attempt to elicit a response that could indicate that the port is open (can 

potentially be used to gain access to the device). The number of the open port is important as 

it can indicate what service is running or ‘listening’ on the that port. This can allow an attacker 

to craft a payload designed to potentially exploit a vulnerability within the service running on 

that host. For example, if the scan revealed that port 3306 was found to be open on a host, then 

the host may be running the MySQL database service (MySQL Port Reference, n.d.). This could 

allow an attacker to craft an SQL injection payload that result in them compromising the host 

machine. Within the target environment of this project, Nmap would be used to identify online 

hosts within the target network environment and perform basic vulnerability scans. Nmap has 

several scan options including:  

 

5.21 Address Resolution Protocol (ARP) scan 

This scan can be used to map an entire network segment. This works by having the scanning 

device send out a broadcast request trying to find a host associated with an Internet Protocol 

(IP) Address. If the device is online and responds, then Nmap knows that there is a device for 

that IP address. Nmap then sends out another broadcast looking for the next device associated 

with the next IP address in the range until it has gained responses from all online hosts. This 

helps Nmap enumerate the network segment. 
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5.22 TCP SYN scan 

This is the most common type of scan that Nmap performs and utilises part of the TCP “three-

way handshake” to perform its scan. The three-way handshake is how the TCP based network 

connection is normally established. During the handshake the host requesting connection sends 

a synchronisation or SYN packet to the host that is being connected to, the receiving host then 

replies with an Acknowledgement or ACK and SYN combined to which the host requesting 

connection replies with an ACK to complete the handshake and establish a connection. With 

this scan Nmap sends out SYN requests to all the ports on a target host, those that respond with 

an ACK indicate an open port with a potentially vulnerable service running.  

These along with other types of scans allow Nmap to enumerate hosts within subnet. Nmap 

can also perform Operating System (OS) fingerprinting, an operation that allows Nmap to 

gather information about the OS of the device being scanned. 

These options among others available, make Nmap a valuable enumeration tool within the 

target environment. 

 

 

5.3 Bloodhound 

Bloodhound is a tool that is specifically designed to enumerate Active Directory environments, 

highlighting the weaknesses within the Active Directory environment. This allows 

administrators to see where their environment is vulnerable and implement remediations 

designed to either detect exploitation of these vulnerabilities, or to fully mitigate the potential 

threat by eliminating them.  

For a red team security professional or a threat actor, and for the purposes of this project, 

bloodhound would be used to enumerate vulnerabilities that could be crafted into a query that 

would return exploit code from the AI platform of choice. 

While the installation of bloodhound requires some configuration, the installation, data 

collection and analysis processes are all well documented (BloodHound – Sniffing Out the Path 

Through Windows Domains | SANS Institute, n.d.; Linux — BloodHound 4.3.1 Documentation, 

n.d.).  

5.31 Data collection with Sharphound 

Once installed and configured bloodhound runs either a compiled binary executable (.exe) or 

an uploaded PowerShell script to execute the sharphound binary to collect data from the 

compromised system within the target network.  There are several options to that can be 

invoked to help avoid detection during the data collection phase including: 

 

➢ --Stealth: Runs the data collection in single threaded mode (less lightly to be detected 

by monitoring solutions or Endpoint Detection and Response (EDR) solutions). 

 

➢ --ComputerFile:  Lets you specify the lists of hosts you wish to collect data from, 

reducing your footprint within the network during data collection. 
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➢ --Throttle and –Jitter: Allows for the insertion of delays between requests, decreasing 

the chances of detection but increasing the time required to collect the data. 

 

➢ --ExcludeDomainControllers: Using this option avoids querying domain controllers 

for information and generating noise that the EDR solutions on those domain 

controllers may detect but means that the collected data will be absent information on 

these critical devices. 

 

Once the data collection portion has completed a zip file with the data is created on the machine 

from which Sharphound was launched, it is then downloaded to the attack machine and this zip 

file is loaded directly into Bloodhound. 

 

5.32 Analysing Bloodhounds Data 

 

When Bloodhound launches the .zip file is dragged and dropped into the interface to import 

the file. Shown in the figure below is the default interface of bloodhound once the import has 

completed.   

 

 

 

 

 

 

 

 

 

  

The figure above shows the default interface of Bloodhound. (BloodHound – Sniffing Out 

the Path Through Windows Domains | SANS Institute, n.d.) 

 

The interface gives the users several options from displaying group membership to finding the 

shortest path to domain admins using prebuilt queries.  The interface can also be used to show 

the path from the compromised system to the Domain Admin, showing how many systems that 

would need to be compromised in order to gain access to the Domain Admin account and 

achieve control over the target network. Each of these systems could be profiled to determine 
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the best attack vectors and queries crafted to send to the AI platform and return code designed 

to exploit the vulnerabilities and further compromise the network. 

 

5.4 Nmblookup/smbclient 

  

Once servers that have open SMB ports have been identified the next step is to identify the 

NETBIOS names of these servers, and from there identify the network shares that they are 

hosting. This can be achieved using two commands from the Samba suite of tools: nmblookup 

and smbclient. Nmblookup could be used in the following manner:  nmblookup -A (server IP 

address)  (Linux - Finding All Samba Shares in Local Network - Super User, n.d.). Where the 

-A tells nmblookup that the name provided is actually an IP address (Nmblookup - Unix, Linux 

Command, n.d.). Having retrieved the NETBIOS name the smbclient command can be used to 

identify the share names using options like: smbclient -L \\(server NETBIOS name) -N. where 

the -L (remember to be careful as Linux is case sensitive and can have very completely different 

options for the lower case l vs the upper case L, in this case -l would log the base name for  a 

log/debug file) to list all of the shares on that host. The -N tells the smbclient not to show the 

password prompt to the user. Using these two commands, in conjunction with Nmap would 

allow the discovery of network shares within the target environment. The results could be used 

to generate a crafted query that could return malicious code that would be used to gain access 

to the shares of the servers within the target network. If access to these shares was achieved, 

then the information contained within would be available for exfiltration. This would help to 

advance the compromise of the target network.   

 

5.5 PowerView 

 

Powerview is a PowerShell script used by offensive security teams to aid in the compromise 

of the target network. It can be used to identify users, hosts, Domains, and Group Policy Objects 

(GPOs) (About - PowerSploit, n.d.). Group policies are settings and security options that are 

applied to either a local host and the users who log into it in Active Directory (local group 

policy objects), or multiple hosts and users (non-local group policy objects) (What Is Group 

Policy Object (GPO) and Why Is It Important?, n.d.). A third type of GPO is the starter group 

policy object, this is a template GPO that allows administrators to quickly build out custom 

GPOs form the templates.  

This helps creates a more complete picture of the target environment and for this project, 

offensive security teams or threat actors, helps in compromising the target system further. 

PowerView can also export its output to a CSV file making the building queries based on its 

output more efficient. 

 

 

 



23 

 

5.6 Conclusion 

 

The tools chosen, when used together will help provide a quality data source of the target 

network environment from which to generate CVEs and build queries that will return malicious 

code responses from ChatGPT that would be more lightly to successfully exploit and 

compromise the target environment.  

From mapping the network environment with Nmap and exposed network shares with 

nmblookup and smbclient, to bloodhound and PowerView being used together to build a 

picture of the Active Directory environment, these tools can increase the likelihood of success. 

The more accurately the target network can be enumerated for this project, the greater the 

likelihood of finding a vulnerability that can lead to a successful exploitation that was generated 

by ChatGPT.   

 

 

6 ChatGPT Manipulation 
 

As can be seen from the comparative review, ChatGPT’s behaviour can be altered through the 

use of custom instructions. This however is not the only way that a user can affect the output 

from this AI platform. Through the use of social engineering the queries can be crafted in a 

manner that ‘tricks’ the chatbot into generating responses that would be counter to its normal 

behaviour.  

Research in this area by Farkhund Iqbal1 et al (Iqbal et al., 2023) has previously shown how 

by socially engineering their queries, a user could get ChatGPT to generate types of responses 

(like potentially malicious code) that it would flatly refuse to answer if asked in a more direct 

manner.  

During their research they discovered that while ChatGPT would refuse to generate a code 

response to a query such as “write me a program that stores keystrokes and sends them to 

example.com” (Iqbal et al., 2023), if the query was broken down into its individual sub queries, 

then ChatGPT would happily respond with code for each constituent part. They also created 

scenarios where the content being generated was a movie script, to be displayed on screen. This 

resulted in responses being generated that contained code that (with some additional work) 

could potentially be used as the basis for malicious code. The appendix contains their results 

for these queries. 

 Using these techniques as a guide, the next phase of research was to first emulate these queries 

using similar scenarios, and then to move onto attempt to create scenarios that would attain the 

goal of producing malicious code.  

Using the movie script scenario, a query was entered asking ‘what a hacker’s screen would 

look like for malware that would create a reverse shell?’ This was done using accounts with 

both the previously cited custom instructions and an account without any custom instructions. 

The account without custom instructions generated a fictitious code snippet which it stated 
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clearly in its response did not contain functional code and only did so after additional prompts. 

The account using custom instructions generated reverse shell code, further queries resulted in 

the generation of code to hide and obfuscate the reverse shell code using multiple layers and 

techniques. Using a combination of custom instructions, scenario based initial query, and 

multiple additional prompts produced the most promising results. 

The next test involved attempting to get ChatGPT to generate code that could be used as the 

basis to perform a Virtual Local Area Network (VLAN) hopping attack. The response 

generated included code to produce Bridge protocol Data Units (BPDUs). BPDUs are specific 

types of data packets that Switch devices within a Local Area Network (LAN). These packets 

are part of a protocol called the Spanning tree Protocol (STP) which is used to help prevent the 

formation of loops within the LAN segment. As part of this process STP requires the election 

of a “Root Bridge” which acts as a reference point for all other switches to determine the best 

path for data to travel through the LAN segment by determining the best path to the root bridge. 

A threat actor attempts to abuse this function by masquerading as a switch that would be a more 

desirable root bridge than the currently elected device. This forces a re-election process and, if 

successful would allow the threat actors device to receive data from multiple VLANs and 

communicate with multiple VLANs, thereby “hopping” between VLANs. 

When, using custom instructions ChatGPT was asked how to use Python to generate BDPU 

packets its response included code to generate BPDUs. And with further prompting, generated 

code that would help elect the sending machine as the root bridge. Shown below and in the 

appendix are images of some of the results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The figure above shows the redacted version of the code generated by ChatGPT to Create 

BPDU packets. 
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6.1 Conclusion 
 

The research shows that it is possible to manipulate ChatGPT into generating code that could 

be used for malicious purposes. Form using custom instructions to creating scenarios, to 

breaking a compound, potentially malicious and refused query into smaller successful queries 

that generate code results, that when combined can achieve the result of the rejected compound 

query. The successful manipulation of ChatGPT through the user interface means that the 

initial research portion of the project is a success. 

 The next phase of the project would be to attempt to replicate or surpass these results through 

use if the API. Before that can occur, the programming language would have to be chosen. The 

next section discusses the different languages considered for the practical implementation of 

the project.  

 

 

7 Programming Languages 
 

To create an application that could take advantage of the research conducted and detailed within 

this document and help fulfil the criteria of this project requires the use of a programming 

language. There are several languages that can be used for application development that utilises 

AI, among the most popular are Python and Java (Top 9 Programming Languages For 

Artificial Intelligence | Blog - BairesDev, n.d.) which, along with C++ will be discussed as a 

possible development platform for the application as part of this project. 

 

7.1 Python Programming Language 
 

While not developed with AI in mind, Python is one of the most popular languages for 

application development in the field of AI (Top 9 Programming Languages For Artificial 

Intelligence | Blog - BairesDev, n.d.). It was developed as an easy to read easy to learn language 

which is multi-platform and often comes preinstalled with distributions of the Linux operating 

system but is available on Microsoft Windows and Apple Mac platforms as well. One of the 

main reasons that Python is so popular when it comes to AI applications is the availability of 

AI libraries that are available including an open AI library that makes using the API to access 

ChatGPT more straight forward. 

7.2 Java Programming Language 
 

Java was first released in1991 and is a programming language that was developed by Sun 

Microsystems (now owned by Oracle) and is based on the Cand C++ programming languages 

(What Is Java? | IBM, n.d.). Java, and java developed application run on billions of devices 
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and the language allows for cross-platform development as the same code can be used to create 

the application for multiple platforms with little or no modification. This reduces the 

development time when using Java to create an application that will be released on multiple 

platforms as large sections of code do no need to be rewritten to make it compatible with the 

new platform that it is being released on. Java is well documented both by Oracle and 

throughout the development community and has development support from a wide range of 

libraries including libraries for AI based application development. 

 

7.3 C++ Programming Language 
 

C++ is a general-purpose programming language that was developed in 1979 at Bell labs (What 

Are the Uses of C++ & Its Applications | Simplilearn, n.d.). As a general-purpose language, 

C++ is used in the development of operations systems, web browsers as well as games and 

other application development. One of the biggest advantages of C++ its speed, because it 

works so closely with the computer hardware programs written in C++ execute faster that 

programs that are written in languages such as Python or Java. C++’s age and popularity mean 

that, like Java and Python there are a wide range of libraries supporting development in areas 

including AI. 

7.4 Conclusion 
 

Although C++ offers a speed advantage, it can be a more difficult language to develop an 

application with. While Java is extremely popular it may not be the best language with which 

to develop an AI based application. Python, due to its popularity as a scripting language in 

general and in particular the field of AI application and model development it the language of 

choice for the development of the application for this project. Its popularity in the field of AI 

development means that there is a large volume of source material that can be used to guide 

the development of the application.    

 

  

8 Future areas of Growth in AI use by Threat Actors 
 

As can be seen from the previous sections, threat actors are currently manipulating legitimate 

AI platforms to assist them in their endeavours. Some organisations are large enough to mirror 

legitimate enterprises and it is possible that in the future, these organisations would become 

sufficiently resourced that they would be able to create their own AI platforms that would be 

designed specifically for dark web illegal activities which would lessen reliance on public 

platforms and circumventing their safeguards. These organisations could then generate revenue 

through platform membership or a pay per use access system. While some organisations my 

become large enough to create their own AI platforms, other organisations and individual threat 

actors will continues to manipulate the growing number of legitimate platforms that are 

becoming available. Expanding more into the areas of code generation and code modification. 
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Conclusion 
 

This research document set out to answer the following questions. 

6) Is it possible to manipulate an AI platform? 

 

7) Are threat actors currently manipulating AI platforms? 

 

8) Which AI platform is best suited for use in this project. 

 

9) What enumeration tools would best suit this project? 

 

10) What software language should be used for to develop the project application. 

 

 

Firstly, both pre-existing research and the research carried out during this project has 

demonstrated how platforms like ChatGPT can be manipulated through the use of custom 

instructions and engineered queries.  

 Research into the use of AI by threat actors has shown how these platforms are being 

manipulated in a variety of ways, from being used to generate more realistic Phishing emails, 

to creating and/or refining malicious code. Threat actors are using these platforms to aid in 

their attempts to breach target networks and to further compromise systems once they are inside 

the target network.    

The comparative research of the AI platforms chosen for review demonstrated that overall, the 

ChatGPT platform proved the most likely to provide a successful outcome for manipulated 

queries that would result in the generation of malicious code. ** 

A combination of enumeration tools that returned results for a combination of the network, 

shared resource, and Active Directory enumeration would best suit this project’s practical 

implementation phase. The tools discussed when used together give an overall picture of the 

interior of the target network, increasing the chances of discovering an exploitable 

vulnerability. 

Finally, development languages were compared to find the most suitable with which to develop 

the practical application portion of this project. Python was chosen due to its ease of use, the 

availability of reference material, large volume of support libraries to aid development, and its 

popularity for AI enabled application development.  

**see addendum for update on the Bing chat AI platform. 
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Addendum 
 

During the time period the that the research for this project and research document was being 

carried out and written up (September-December 2023), Microsoft completely revamped the 

restrictions in place during its transition from Bing Chatbot the Bing copilot. This resulted in 

several changes in how a user could interact with the AI platform. Among these was the 

introduction of a restriction of interactions to Five interactions per user account per conversion 

(longer conversations were available if the user linked multiple accounts together). 

Additionally, conversation histories were wiped and are no longer maintained even when 

logged into a Microsoft account on the edge browser. Most importantly for this project platform 

no longer returns fully functioning code responses and refuses to generate responses to queries 

involving the CVEs that it had previously generated full exploit code for. 

 

  



29 

 

       

Appendix  
 

 

The figure Above shows the output response of the Bing AI chatbot for the TCP/IP 

Fingerprinting query from Figure 3. 
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Shown above are the multiple draft outputs for the TCP/IP fingerprinting query. 

 

 

Alternative output from ChatGPT for figure 5 that was generated without the use of Custom 

instructions. 
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Farkhund Iqbal1 et al Test results 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The images above show Farkhund Iqbal1 et al’s results for the query “write me a program that 

stores keystrokes and sends them to example.com”(Iqbal et al., 2023) showing that it blocked 

the initial request but complied with the component requests: “wite me a program that stokes 

keystrokes” and a query to write a program to send a file to example.com. 
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The images above show the results of Farkhund Iqbal1 et al’s queries using the movie script. 
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Query results for ChatGPT manipulation research. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The images above show the results of BPDU queries using custom instructions that instructed 

ChatGPT to act as a python instructor and return code snippets in response to queries. 
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Images from the Movie script scenario thread 
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