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ABSTRACT

This document sums my experience in developing Pixel Virtual Assistant, presenting in detail the technologiesressdamdihe
they were chosen, what was achieved and what was not in contrast with the project proposal, chronological description of the
milestones, challenges encountered, further work and not lastly acknowledgments.

As a whole, the document describegiineelopment of a large project and how developing Pixel Virtual Assistant-avoeial

problem is solved; by targeting people who were not the focus of other smart speaker manufacturers and by offering extra and
different functionalities from its competto
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INTRODUCTION

Our culture is built on the foundation of speech and theéHathumans communicate by voice. Hearing loss affects about 466 million
people worldwide, according to the World Health Organiza(i@nganisation, 2021)Since hearing is one of the foundations that
support our rational socigt5% of the world's population that suffers from hearing losdiffa=ilty communicating with others and

with certain types of contemporary technoldggople who may not have good computing abilities, such as the elderly, can even
struggle to learn howo communicate with a virtual assistant.

Voiceactivated virtual assistants like Alexa, Siri, and Google Assistants chat with users and do tasks for them. Thikethed feel |
smoothest connection in the digital environmetitefetderly or individals who do not feel attached to technolo§ynart speakers,
however, are also another major obstacle for people with hearing deficiency and poor technical abilities.

This document aims to describe my ex pgualrAssistantby dethiing tikevelgpimenty t
environmenthe hardware usedwhat was achieved and what was not, deviations, challenges, and milestones.

This documeatsoaims to describe how | managed my progead how lovercameseveral challengebat werepresent during this
project development.
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OVERVIEW

The poject aimgo solve a problem that othemart speakers' manufaatsdid not focus on: people with hearing deficiency and
people with low computer skills.

InFigure 1can be observed how the project was developed in the time frame dedicatedeteeialing the project life cycle.

Legend

CODING RESEARCH DOCUMENTATION TESTING

!

"

\ AGILE
) Presentation O O Presentation
A A Ve ~ Final Report
Functional Technical Design Lo
() Document {') Document Document Technical
Research Design Manual
Manual Document
October November December January February March April
2020 2020 2020 2021 2021 2021 2021
Testing . Install GPS/GSM
) Implement skills
Hardware Implement basic Implement face f : d hat
(produced cod , i or registere s
_ produced code) user interface recoghition 'S
Testing S N £ users
Hardware g Implement e ~ o Tested the
(opensource code) virtual assistant Learning about Researched system 10+
processes and Fixed sound and modems and AT people
O GIL in Python microphone commands

Implement skills ~ 'SSues
for any kind of
user

"
O

Depricated the
Servos

Figurel "Project Timeline"
Source: Theodora Tataru, 2020

After acquiring all the necessary hardware, severastegre performed on the hardware to determine what are the best technologies
for this project. These tests were based on -@oeince projects, tutorials, and code produced directly for the project. Every test was
documented in thaaddRaeskadchnMahaabdechni cal Documen

When the technologies and hardware were chosen, the project's actual implementation started by desiirsdAbsistant and
the user interface concurrentynong other features such as skills, facegnition, and others
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PROJECT DESCRIPTION

This project aimed to research and implement a virtual assistant dedicated to elderlies, people with low computehsifisgand
deficiencies.

According tahisgoal, the system | had designed is a smart speaker encapsulated in a mirror. Thersystesipeaningful answers
to its uses requests via voice and display. Everything thatitteal Assistant narrates is displayed in rale on the mirror surface.

One of the main functionglithat is distinctive from any other smart speaker isthigaintelligent virtuahssistant is active only if a
person stands in front of the mirrotherwiseit isdormant not listening continuously to what is happening ardhigifeaturaddress
a large segment of people that are concerned with othertsspaiakers that listen continuously.

The system is based on three main parallel processes:

1. Camera
2. Interface
3. Virtual Assistant

These three processes control the whole system. When the camera detects a face, it avietkesAbksistantvhois ready to eceive
any request from the user and provides back a meaningful answer. Any request made by the uS@tualthesistant is reflected on
the mirror surface, along with thecalresponse. If the camera does not detect any face for a certain perioi, destroy the virtual
assistant process and minimizes the interface functionality to display only the clock.

The system was designed using RaspberrgtPadd other compatible modules such as GPS/GSM/GNSS hat, infrared camera,
display, speakers, migghone, and others.

"Pixel" possesses different skills that benefit its users. Each skill delivers an accurate and fast answer to the user.

All the skills were implemented using Python3 and are using different aspects of technology. Some are basestrgrPRaulules,
some on computer vision, and some use APIs to extract the information needed.

Most of the skills are accessible for any kind of user, but some skills require the user to be registered on the deaiien Regi
simple, keeping in ndirits targeted users. To register, the user has to adkrtinal Assistant to register, and tNatual Assistant will
guide the user through the process. The process is simple:

The user needs to provide his name or nickname

The device will take about 8fhotos of the user for 5 seconds

The device will process the pictures to extract \&eoftine user's facial features
The device saves the vestor

The device deletes the pictures

The user is now registered

=A =4 =4 4 -4 4

As more skillwere developedand will be in thduture people's lives using "Pixel" Virtual Assistant will change dramatically in the
future.
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DEVELOPMENT ENVIRONMENT

To develop "Pixel" Virtu#issistant, several software and hardware tomse necessary. As mentioned in the section above, the
system relies on Raspberry Birdand other modules compatible with the PI, such as camera, GPS hat, speakers, microphone, coolir
fans and others

Also, on the hardware side, a frame made of wood artdiaway acrylic mirror is needed to encapsulate all the hardware.

The software used to implement "Pixel" was Python3, OpenCV, Google's Voice (gTTS), and speech recognition.

OPERATING SYSTEM

The Operating System used for this project is Raspberry Ba®&] on Debian and optimized for the Raspberry Pi hardware. The
OS is stable and enables the Pl to function at its best performance.

The OS also enables the developer to configure the system for the best interaction with other Pl Modules.

The Operating $stem provides a friendly interface, very similar to Linux, macOS, and Windows interfaces. The OS comes with basi
software utilities, and applications expected framy other Operating Systerbutit does not come with any programming software
or enviroments.

NETWORK CONNECTION

The network connection used in this project is WIFI. The Raspbersy@igad#t Ethernet porthat enables the Pi to connect with an
internet cable directly, but the final resalh mirrorthat hangs om wall; the utilizatbn ofthe ethernet pa was not recommended.

Another option that wasonsideredvas to use mobile data for this project throughGiRsS/GSM/GNSS hat, but the hat purchased
supporsonlya 2G connection, which is too slow for the devictheasT TS libray usesan internet connection to transform ttext
speech.

Changing the GPS/GSM/GNSS Hata hat that supports a superior connectioght have impacted the device functionality, and the
changes required teestore the functionality for the skills thaedily use the hat might hameeded more time than was allocated for
this project.

The concept of using mobile data for the project arrived late in the planning pawtisyas not adopted; howevethe mobile
data feature would have beeimtroduced without hesitation if time had allowed
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HARDWARE

The details of each Hardware module were described in detail ilRbsearch Documént o Te ¢ h ni,@anddesiBo c u me n t
Documenit

The hardware used for this project are:

Raspberry Pi Model 4B

Infrared Camera

Speakers

Display

Microphone

Cooling fans
GSM/GPRS/GNSS/Bluetooth hat

Noo,r~whE

RASPBERRY PI MODEL 4B+

The Raspberry Pi is the core hardware piece of this project as it connects and coordinates all the other hardwareemodules. Th
Operating Systemthe software environmemind the projecimplementation reside on the Raspberry Pi. It is the brain and the power
provider for all the other components.

This particular model is the most powerful model from its family, with a 1.5 GHzayeatirm CPU, 8&oCore VI graphics, 4 USB
ports, 2 MiroHDMI ports, 4 GB of ram.

OpenCV, one of the core libraries in the system, requires at least 1GB; dfheaefore, this model of Pi was the perfect fit for this
project.

INFRARED CAMERA

This particular camera wasosken as the infrared feature enables excellent vision regardless of the time of the day: night or day,
working perfectly in any light condition.

The infrared camera was used to monitor the activity around the mirror and tapviilevirtual assistant press if a face is
detected or destroy it if a person is not seen for a certain period. Also, the camera was used to take pictures oétjigterseg on
the device.

SPEAKERS
Speakers are essential for this project asMinual Assistant narrates its answers complementing the answer displayed on the screen.
The speakers are connected with the Display module via the 12S interface and provigealiiglsound quality.

The spakers are integrated on the bottom of the wooden frame, with the necessary openings to advantage the sound quality
delivered to the user.

DISPLAY

The screen is also a core hardware component, as it displaysiime#he meaningful answer deliveredthg Virtual Assistant to
the user's request.

The screen has a 10 inch diagonal, and it rests behind thedwacrylic mirror.

A big plus of the display used in the project is that the back of the screen supports the attachment of the Raspbegyhei, mak
internal structure of the frame tidy and allows the movement of air inside the frame.
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MICROPHONE

The microphone used in the project is a classic USB clip microphone that was integrated into the wooden frame alt$hesbagom.
to capture thausers' voice and transform its request to text for further processing.

COOLING FANS

The cooling fans were added to the project only after the whole hardware was installed into the wooden frame. The hamdware be
encapsulated in the wooden frame, whichitsasack also covered, raised the hardware components' temperature considerably, from
approximately 55 degrees Celsius to over 80 degrees Celsius.

Some holes were provided into the frame, allowing fresh air to go into the frame, but these ventiatidial nokt solve the
temperature increased by encapsulation. Therefore, two cooling fans were attached to the hardware components: one on the
Raspberry Pi and one on the camera module. The colling fans decreased the temperature successfully to appéoctegetes
Celsius.

GSM/GPRS/GNSS/BLUETOOTH HAT

The GPS/GSM module was udedthis project to add to th¥irtual Assistant some unique features that traditional smart speakers are
not equipped with.

The virtuassistant benefiting from the GSM/GP$ features allows the user to perform calls to different locations, with a simple
request such as: "Pixel, call Supervalu Kilkenny". Also, the SOS skill enabtemitAgsistant to inform the user's next of kin about
emergenies is implemented basezh the GSM/GPS hat.

And, of course, weather forecasts are more accurate using GPS latitude and longitude.

The hat is equipped with a GSM antenna, a GPS antenna, and a phone SIM card.
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SOFTWARE

The whole system was implemented using Python 3 and setleoal IRyaries, such as:

OpenCVa computer vision

gTTS) Google's text to speech

speech_recognitiahspeech to text

TKinte® interface

Seriald communication with tE&SM/GPRS/GNSS/BLUETOOR
Multiprocessing to create parallel processes witliython

=A =4 =4 -4 -4 4

PYTHON

Python is an interpreted, hitgvel programing language designed for genepirpose projects heavily used in web applications,
Raspberry Pi projects, game developmertensivedata anaysis and machine learning.

Python prioritizes developer productivity regarding runtime efficiency by including a variety-teMeigtiata structures and complex
typing.

The version ddython used for this project is Python 3.7.

OPENCV

OpenCYV stands fdiOpen Source Computer Vision" library. Computer Vision is an Artificial Intelligence branch that processes and
aunderstandsimages and videos.

OpenCV is used in the project to detect faces and to registers new users.

The camera process in this projettased on the OpenCV library to detect a face through the frames generated by the camera and if
the face detectedsa registered user or not.

As a reminder, the system interacts with registered and unregistered users in the same way, but soragakilideaomly for
registered users.

GTTS

gTTS stands for "Google text to speech”, and it is a Python library that acts as an interface to Google® tartlatspeech.

This library also provides the female voice of the sy&gary answer that thdrtual Assistant provides back to the user is processed
by this library and transformed intovoice.

SPEECH RECOGNITION

Speech recognition is a Python library that enables the system to transform the user's request from yaigedoktesxext. Tie
library works with existing videagudio files or live feed from the microphone.

To recognize speech, the library provides an API dedicated for this purpose and which was used within the projectwBise system
designed to listen until the user makésemk longer than one second in his command, the break is understood as the request is
completed, and th¥irtual Assistant can begin the processing.

14| Theodora Tataru



SERIAL
The serial library was needed for tidSM/GPRS/GNSS/Betoothhat.

AT commands are ordghat programa modem. ATention is abbreviated as AT. Any comiirentegins with the letters "AT" or "at".
Because of this, modem instructions are referred to as AT conTrfesetxmmands are used to control wired-diplmodems, such
as ATD (Dial), ATA (Arsyy GSM/GPRS modenad mobile phone&Google, 2021)

The GPS/GSM hat executes AT commarnus:ommands are sentaospecific serial port, which is an interface through which
information is transported one bit atime.

The serial library was used to create a Python class that communicates with G8NRE/and instructs it when to perform calls,
send or check for SMS and get GPS location details.

When using O0serial é withi ncoRigutedysuohas:a f ew parameters need

1. Baud Rateé how fast the modem works
2. Portd the name of the port used
3. Time oud used to prevent the serial port from hanging

MULTIPROCESSING
Multiprocessing allows Python to spawn prosessgy an ARPhllowing multiple processes to run in parallel on the same machine.
Using this library was mandatory, as the device runs multiplespeede parallel, such as camera, display, ¥indial Assistant. When

the device has an answer for the user, it digpthe answer on the screen and narratesritiitaneouslg feature achieved with the
multiprocessing library.

Pythorinterpreter is protected by a lock that only allows timead to rursimultaneousiiience threadsexecute concurrently in
PythonTheefore, threads should be used within Pythdgwithin programs dedicated ttd O, such as network serveas threads
often make CPWound programsun slower.

| implemented threads within the project for the camera, intedade/irtual Assistant, anthdeed the performance of thdevice was
prolonged

The alternative was the multiprocessing lihrahichallowsprocesseto runin parallel. Indeed, using multiprocessing etkecution of
the program was smoother, faster, and more reactive.
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ACHIEVED

From the initial idea, the project did not change much. In some aspects, the initial functionality was overreachedasgglet®th
were deprecated or not achieved. Overall, the project proposal was comglbtad 90%.

The project has severabre software modules such as face recognitidnal Assistanits skills, and the interface.

The system is designed to start two main processes: the camera and the interface. When tpheocassrdects a facethe third
process is startethe Virtual Assistan When the camera does not detect a face for a certain periodyitiaal Assistant process is
destroyed.

Also, depending on the same conditions, if the camera detects a face, the interface comes to life, displayinginred $sitant
"hears" from the usais a requestwhat the virtual assistant status is (listening, processing, answering), the aN@wed Assistant
has for the user's request and some other information such as the current time. When the camera doea famtedietea certain
period, the display goes on standby, displaying only the current time.

The system is in one state at one time: detecting or not detecting a face.

CAMERA

TheCameraprocessas mentioned above, enables and disalihe Virtual Assisint andmanages thénterface output.
The camera class involves some python libraries dedicated to face recognition, such as OpenCV, face, necoitg)iton

As the camera is always on, each frame generated by the camera is inspected for a face. When a face is det€ateréhe
processhanges théaceFoundflag shared by the processes to true, and @o®rdinatorobject starts th¥/irtual Assistant.

Also,when detects a face, th@amera process computes the frame to-t@mbeddings vectors that are compared with the vectors of
the registeredusersstored in a pickle file on the system, and if a match is found, the face captured by the camera is relspgnized
name.

ThefaceFoundflag is changed to false when a face is not detected anyrhgrde camera. The Camera process calculates an idle
time, which indicates how long ago a face was detected. If the idle time is greater than 20 secdfitisatAssisant process is
destroyed.

INTERFACE

The interface of the system is minimalistic and simple, displaying in all its state the current time.

The interface background is black, as this is the only color that does not reflect light; therefore, thistaelibeéted on the mirror
surface. The text displayed to the user is predominately white, in some cases yellow or red. These colors were cheslectas they
light and penetrate the twaay acrylic mirror, giving the magic effect of text displayed anrttirror surface.

What theVirtual Assistant understood from the user request is displayed with yellow, and user's notifications such as reminders are
shown in red. The clock and Yfigual Assistant's response to the user's request are displayed in white

As theCamera process, the interface is always running, but the interface without the Virtual Assistant process running has a standb
state thatdisplays only the current time. The standby state activates if a face is not detected for more than 20 secondértaatl the
Assistant process is inactive. The comeback from the standby process is atinievachéra detects a faand theVirtual Assistant

process isxecuting
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VIRTUAL ASSISTANT

TheVirtual Assistanprocesdistens to the user's request and provides back meaningful answers.

First of all, the/irtual Assistant checks if the keyword "Pixel" was used in the request. Even the system relies on facial recognition; tt
keyword is necessary to ensure the system that the user's command is addresSetutl Assistant. There could be situations when
more han one person can be in the same room at once, and a conversation might happen between the pessdnisignibte

device. Using the keyword "Pixel", ensures that the conaddresseshe device.

TheVirtual Assistant transforms the voice commandesdéed to it into text and parses the sentence searching for words that could
match a skill. If certain words match a skillMheal Assistant invokes that skill. The skill processes the request and retintusithe
Assistant the final answer.

The fal answer in text format is displayed on the screen, and then the text is transformed into speech and narrated lsek.tnthe
some cases, the answer could be verbose, a case in which more information will be displayed on the mirror surfaicatddn is

SKILLS

TheVirtual Assistant possss several skills such as weather, location details, calls to location, send SOS, create reminders and lists,
register a user, provide definitions, and others.

These skills are theolsthat give intelligereto the device, as each skill is capable of delivering meaningful and accurate answers to
the user's request.

Once theVvirtual Assistant processindefine which skill matches the best the user's request, it activates the skill and passes to it the
relevant parameters so that the skill gmocesshe answer.

Once the answer is produced, the skill instance is destroyed, and the control is passed b¥ckuta Assistant that displays and
narrates the answer.
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FACE REGISTRATION

The registration is aitable only for unregistered users. If a user is already registered on the devidérttiadAssistant informs the
user that he/she is already registered.

TheCamera process is always running and has absolute control of the camera module.

If a userrequests the device to register, the camera must be used to take pictures of the user, images that are used to tréin the moc
to recognize the user in the future.

When the user requests registration, the Camera process is terminated, and the cantsshed bgrihe skill that manages the
registration. The device takes pictures of the user for 5 seconds, a time in which the device is able to take approxphttesyod
the user. When the images are successfully taken, the Camera processatateand the camera module is again controlled by the
Camera process.

The registration process then computes each picture taken irdeet#@dding vectors that are saved into a pickle file in a list
format. The first items of the list represent the-d 28nbedding vectors, and the last item of the list represents the name chosen by the
user. Upon the registration, all pictures taken are deleted, and four pickle files are created in a folder with thensser's na

Pickle files:
1. SOS_Contad stores the namand the phone number of the user's emergency contact
2. User_listsd stores user's lists (e.g., grocery list)
3. User_settings- stores user's settings
4. User_reminders- stores user's reminders (e.g., Take blue bill at 10 AM, every day)

All picklefiles createl upon registration are empty and can be populated by the user at its request. (e.g., the SOS_contact file is
populated if the user registers its next of kin)

After the registration is completed, the device is able to recognize that particular useneyand unlocks all the skills for this specific
user.
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NOT YET ACHIEVED

Some features of the system described in the project's proposal were not implemented depending on their importanéests the dev
functionality and the time allocated for the puije

INTERNECONNECTION

At the moment, the system is connected to the local WIFI.

Initially, | wanted to implemeatfunctiorthat allows the system to scan a QR code shown to the camera to connect to the WIFI. On
Android devices, once the phone has &Mébnnectioit,generates a QR code, whjahhen scanned by other devices it connects them
automatically to the same WIFI netwddkfortunately, iOS devices do not have this functionality by default to generate a QR code for
the WIFI connectiolnstead it requires an application available on the Apple store. As this project targets people with little to no
computer knowledge, the idea was abandonieageeded to make the action as simple as possible, and the installation ofgathird
application togenerate a QR code was exponentially more complicate®S devices.

My second plan was to use the mobile data from the SIM inserted@diSMAPRS/GNS®Bat Unfortunately, because of my limited
knowledge abouGSM/GPS hatsl did not realize that the hd had purchased was able to provide2G connection, which is

extremely slow for my projedtising a 4G connection requires a different GSM/GPRS/GNSS hat, which involves altering the existing
code for the other functionalities of the hat such as GRBasdmeceive texts, and receiving or performing calls. Because of the
limited time remaining for the project (5 weeks), | decided to leave this feature for future improvements.

HOME AUTOMATION

As a bonus, not specified in the project proposal, | wantedpiement several smart device controls, such as control of the house's
lights. The road, of course, in designing and implementing the functionalities of what was promised in the projecapnogrgsal w
bumpy. Therefore the smart device control wagmgemented.

The implementation requireddevelop home automation within Pixel Virtual Assistauitl consist dhe following modulgglong
withthe other modules already detailed)

Remotecontrolled outlets
Ribbon cable

Solder

PCB board

Resisters
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One of the biggest challenges in implementing this functionality within the device would be tchdisc@maote control works, but |
would hare applied the same principle as | did for tivole projecttaking things apart and see how they Worhis learning process
ismessy, and sometimes modules cannot be put back together, but it always works to understand how hardware works.

That being said, the remote contretsuld be connected via the ribbon cahbled resistor to the GPIfins of the hiaand then control
the outletyvia Python code. Thisaisfar as | went with my research in home automationydthdhe knowledgd have now that Pixel
Virtual Assistant is finished as a prototype, | can see how home automation would work

UNIT TESTGN

Theproject's developmeimvolved refactoring the code several times: when an abstract interfaceclass, a pattern aoptimization
was necessary and would benefit the system. The lack téfsnitas felt with every refactorization as the deviwa to be tested
manuallyto check if thelevice's functionalityas not lost ithe process.

Eaclrefactorization created flaws in the logic and bugs, and their presencexar@schallenging tbe foundwithout unit testBut
because the tests were not produced when the development stdeledpnstrained by the time frame dedicated to this project, and |
did not create any unit testdot creating unit tests a regret | haveand their absence is a welhderstood Igson that | will remember
for my next personal project.

19| Theodora Tataru



DEVIATION

For the most part, the initial design was followed, but there was an addition to the project that was not initially. specified

GPS HAT

Initially, the possibility of using@SM/GPRS/GNSS/BLUETOOTH k&S not taken into consideration, but as the development
progressed, the need for this module increased substantially.

When creating the Weather skill that returns the forecast of a particular country or city was the first time the ne@&&fon@Gle

was felt. Without the GPS hat, the user cannot ask the virtual assistant
quesins | i ke oOPixel, how is the weath
temperature today?6 as these questi
country or a city for the weather forecast.

Another skill that could have been improved with the help oatheds the

SOS functionality. The SOS functionality allows a user to designate a next of
kind, and in case of emergency, the user can askithml Assistant to contact

its next of kin. Some libraries can send a mobile text message, but they are not
as rliable as using an actual SIM card.

As at some point, the need for t66&EM/GPRS/GNSS/BLUETOOTH H\sE
almost imperative; | had decided to purchaseh &at.

The Waveshare Raspberry Pi GSM/GPRS/GNSS Bluetooth Hat with low
Figure2 "GSM/GPRS/GNSS/Bluetooth Hat" power consumption wabosen for this project. The module supports text
(Amazon, 2021) messages, phone calls, and GPR§ure2).

The HAT integration is detailedater sectionsf this documenas it presented several challenges.
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PROCESS METHODOLOGND MILESTOISE

Through the whole ddepment process of the projecapplied the Scrum Agile methodology to ensurephaject is evolving every
week in all its aspects: development, testing, research, and documentation.

Every week was a sprint

1 Tuesdag | had a neeting with my mentor Jeph Kehogwhere | would report what was accomplished in the previous week
and what was to be accomplished in the current week

1 Fridays| would focus on research
Saturday | would implement new functionalities based on the research performed onanidimgs the whole device
1 Sundag | would vork on the documentation

=

Legend

CODING RESEARCH DOCUMENTATION TESTING

!

/' \ AGILE
¢

AN\ - -\ N -
[ Presentation [ P, Presentation - Final Report
Functional Technical Design A
O Document O Document Document Technical
Research Design Manual
Manual Document
October November December January February March April
2020 2020 2020 2021 2021 2021 2021
Testing ) Install GPS/GSM
. Implement skills
Hardware Implement basic Implement face ; hat
for registered -~
(produced code) user interface recognition < »
Testing N ey Y users v
~ -~
Hardware Lo Implement Lo Learning about S Tested the
(opensource code) virtual assistant 9 : Researched system 10+
processes and Fixed sound and modems and AT people
O GIL in Python microphene commands

Implement skills ~ 1SSUes
for any kind of
user

P
O

Depricated the
servos

Figure3 "Project timeline- brief*
Source: Theodora Tata2021

InFigure 3 the project timelinean be observedwhich represents the milestones optbgct briefly Each deliverwas considered a
milestone andvas presented and approved by my mentor.
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Over the whole development procddsept a journal where | would record all my progressilenges, and conversations with my
mentor (able ).

Date Records Focus

13.10.2020 1  Discussed the whole idea of the project and different technologies and ~ Researcland Documents
aspects that could be implemented

1  Whomis the project dedicated &people with low computer skills and
people with hearing deficiency

1  Smart/magic mirror

T Python

1  External Libraries

1  Raspberry PI

19.10.2020 §  How | tested the hardware ResearchCoding, and Documents
o  What approaches | had researched
o  What approaches | had tested

Similar smart speakers

Opensource smart speakers: Mycroft, Jasper, Jarvis

= =

27.10.2020 PID controller for servos tested ResearchCoding, and Documents

Python
GIL in Python; threading and multiprocessing
Face recognition algorithms testing: Dlib and LBPH

= = = =

03.11.2020

Compared other smart speakers with the idea of my project, targeting th Research
weaknesses

=

10.11.2020 What types of userthe device will have Documentatioand Diagrams
Main use case with all skills
A sequence diagram for each skill
Class diagram
o Patterns if necessary
0 Inheritance

17.11.2020 f  Tested the servos in depth and decidedéprecate them because they wel Testing hardwarand Documents
shaking. Decided to focus on Yhgual Assistant and face recognition, and

the time permits, the servos will be implemented again
24.11.2020
01.12.2020

04.12.2020 1 Refactored some code Developmerand Documents

19.12.2020 Weather skill implemented Developmenand Resarch
Camera implemented as a process
i1 Idle time calculated by the camera process (the difference between the

camera last detected &ace and current time)

=] =] =) =

1 Implenented a basidvirtual Assistant withdsic functionalities: Development
Tells the time

Tells the date

Says thank you

Says goodbye

Provides a definition

[l elelNe]

i  Tested opefrsource magic mirror ResearchDocumentsand Development
o Decided to create my own interface and not use Magic Mirror

Created a basiénterface with TK inter that shailve current time

Virtual Assistant implemented as a thread

Threads were too slow, so implemented/itteal Assistant as a process usi
multiprocessing
Virtual Assistant responses displayed on the interface

= == =a =

== =4

9  Virtual Assistant started or terminated depending on the idle time
1  Researched Sphinx for documenting the code
1  Commented the virtual_assistant and the helper methods for Sphinx
12.012021 1  Replacedacial detection with facial recognition Developmenénd Documents
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1  Users cannot register yet
1  Exclusive skills for registered users do not exist yet

19.01.2021 Implemente@ovid19 skill DevelopmentDocumentand Resarch

The Virtual Assistant was pending in listening, long aftezqbest was
finished

= =

26.01.2021 Web searching implemented DevelopmentDocumentand Research

Found that the reason for the Virtual Assistant listpaimijng was due to
the speech_recognition implementation
o Issue found with SnakeVi

= =

02.02.202 1 Speakers sound dropping inthe middlé t he Vi rtual A DevelopmentDocumentand Research
0  Sent the speakers back
o Bought nevgpeakers

Updated Sphinxlocumentation

Updated sound drivers and OS, fact that fixed the sound

= =

09.02.2021 Forlocation searching, Google API implemented DevelopmenDocumentand Research

Updated Sphinx documentation
Created aseparatedregistration script
Integrated the registration script into the system
Perfectioned theegistration
o Delete pictures after registration
o Create interactive dialog for the duration of registration
o Create pickle files for the
lists, SOS contaetnd othery
1  Sphinx documentation updated for registmati

=1 =0 = = =

23.02.2021 Crafted the wooden frame DevelopmenDocumentsnd Resarch
1 Integrated the hardware into the frame

o Temperature raised by 30 degrees (Celsius)

o Colling fans needed
1  Decided to integrate a GPS/GSM hat into the system

Refactored the code by creating an abstract SKILL class Developmenand Documents
Modified Diagramsaccording to the code

== =

02.03.2021

09.03.2021

23.03.2021

i GPS/GSM hat arrived Development, Researaind Documents
o Resarched AT commands
A The lat workedwith AT commands
o Installed a python module for the hat
A The hat did notworkwith the library
o Cloned the gsmHat Python library
A Changed the source code
A Created an API fiothe gsmHat source code
A Implemented a method in the gsmHat source code
start theGPS function of the hat
A Problems to detect when a calbhgoing or not
Createdthe Help Skill
Updated theWeather Skill to work with th @SM/GPS hat
Created the SOS class
Send SOS implementédEmergency class

= =5 = =

Decided to test the device with 10 people applying Covid19 restrictions ~Research, Developmgeamd Testing
Mai n cl ass 0 Codarclas thahrhaoages the3Inemiat e d
processes
Call location implemented

o Call ongoing detectiomethod created
ListsSkill started

o Create lists

o See alllists

0 Additem to list

0 Retrieve alist and its items

o Remove item frothelist
i  Strategy pattern applied for the helper methods

o Diagramaupdated

1  Sphinx documentation updated

== =2 =a-a
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13.04.2021

20.04.2021

25.04.2021

Tablel "Meetings"
Source: Theodora Tata2021

Tested the device witbndifferent people Testingand Documents
o Debrief
o Interaction
0  Survey

Focused on the documentation remained Documents and Website

Created the website for the project using Sphinx

Revieved the documents Documents

The dates in the first column do not indicatelthe the subjectaiere achieved the date underlines when they weliscussed with my
mentor Joseph Kehdkheircreation and developmentane achieved within several dapefore the date stated in the table.
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TESTING

OPi xel 6
understand the mp a c t

The

I i st

V i igsdedicatdd to #he aderly tthmse tith limited computing abilémshearing impairment3o better

that oOPixel 6 has on people's Iives and to
persons were asked to interact with the device in their natural way. Each person was provided with a list of thingsftorernieir
device. A survey was required to be completed by each person describing the interaction with the device.

of

requests that the candidates
the sectins below. Also, the complete survey can be found in the later sections accompanied by its interpretation.

had t o ibdetaledinv

S

t

Ireland is on lockdown due to COMI®at this moment; therefore, a limited number of participants was available for this testing
process.

TESTING PR@®COL

CANDIDATE DEBRIEF

A debrief on how to interact with the virtdalsistant was necessary; therefore, 5 minutes was allocated for each candidate before

proceeding. In this time, | was able to explain that:
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To start an interaction with th@tual Assitant, they have to be in front of the mirror
request needs to start with the
If they step away from the mirror, the device will go on standby in 20 seconds
TheVirtual Assistant has multiple statusieswn on the tepght corner of tb mirror:
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0 is apmearswhen thenugay steps in front of the mirror
i- the devics it reauly tmrgcéive a new request
i 9 the infamadon equestedis processed

keyword oPi xel

h a 8 thea/inual#ssistameis ptesenting the answer requested

d the davieelislemgaggdon a phone call
h¢he dedce fias idedtified what the request is
¢ a nathe Virtual Assistant ylid nothear any request

The aswer received from theirtual Assistant is displayed on the mirror surface in white text
The request addressdyy the candidatefor the Virtual Assistant can also be seen on the mirror surface in yellow text
Some skills are available only faggistered users
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LIST OF ACTIONS

Candidates were given a strategy for communicating witkitheal Assistant. The following is a copy of the plan:

Step in front of the mirror
Wait for the device to greet you
Ask the device about the weatheiDablin
Ask for the weather outside
Ask the device whahe time is
Ask about COVH29 statistics in France
Ask for the definition of computer
Ask the devicéor today's date
Ask theVirtual Assistant for help
. Ask thevirtual Assistant for information abdstipeWalu in Kilkenny
. Tell theVirtual Assistant to call the cinema in Kilketfrgnyone answeres the phone, ask when they will open the cinema.
. Ask the device to create an emergency contact
. Tell Pixel you want to register
. Ask the device to create an ergency contadh use your personal phone number if required
. Tell Pixel you want to send an SOS
. Tell the device to create a list
. Tell the device to add an item yourlist
. Ask the device to show you your lists

CoNT~LONE

e
[N )

PR R R R
O~NO U~ WN

TESTING RESULTS

On average, each candidate spt approximately 6 minutes on debrief session and 27 minutes interacting with thAssisteht.
Below, the survey completed by the participants is detailed and interpreted.

SURVEY

The participantaiere asked to complete a survieymediately after their interaction with Pixel Virtual Assistant; therefore, the details
of the interaction with the device will be fresh and accurate.

The complete results of the survey can be found at
https://docs.google.com/forms/d/1cF87P3Y Qlpcb3sjyRWXGFgVcDxIXLUERVYVCNEXPscc/edit#responses

Firstly, the candidates were asked their age and their level of computer skills.

How old are you?

10 responses

® L=ss than 20

® 20-30
30-40

® 40-50

@ 50-60

@ Overs0

Figure4 "Age diversity"
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https://docs.google.com/forms/d/1cF87P3YQlpcb3sjyRWXGFgVcDxIxLUERvyvCNEXPscc/edit#responses

How would you describe your computer skills?

10 responses

@ No skills at all

@ Basic skills, | often need help when
using a computer

@ Medium skills

@ 2dvanced skills

Figure5 "Computer skill$

Beforebeing exposed to Pixel Virtual Assistant, each participant was given a debriefing to explain theTdevfodlowing questions
would help me determine how effective this debrief was prior to their meeting with Pixel.

About debrief

To begin the interaction with Pixel, you were asked to step in front of the mirror. Was this
information helpful?

10 responses

@ Strongly agree
® It was confusing, | needed more
information

@ Strongly disagree

Figure6 "Begin interaction"
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To ask the virtual assistant a question, you were told to use the keyword "Pixel". Was this
information clear?

10 responses

@ Strongly agree
® It was confusing, | needed more
information

@ Strongly disagree

Figure8 "Communicating with the virtual assistant"

To stop the virtual assistant, you were told to step away from the mirror. Was this information
clear?

10 responses

@ Strongly agree

@ It was confusing, | needed more
information

@ Strongly disagree

Figure7 "Stop communication with virtual assistant"
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The virtual assistant can be in different states, like listening, processing, answering, etc.
These states can be found in the upper right corner, and they are there to inform you what is
the Virtual Assistant doing at that particular moment. Was this information clear?

10 responses

@ Strongly agree
@ It was confusing, | needed more
information

@ Strongly disagree

Figure9 "Virtual Assistant status"

You were informed that the Virtual Assistant answer to your request is displayed on the
mirror surface in white text. Was this information clear?

10 responses

@ Strongly agree

@ It was confusing, | needed more
information

@ Strongly disagree

Figure10 "Showing the answef
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You were informed that the request addressed by you to the Virtual Assistant is displayed on
the mirror surface in yellow text. Was this information clear?

10 responses

@ Strongly agree

@ It was confusing, | needed more
information

@ Strongly disagree

Figure12 "Showing the request”

You were informed that some skills are available only for registered users. Was this
information clear?

10 responses

@ Strongly agree
@ It was confusing, | needed more
information

@ Strongly disagree

Figurel11l "Skills availability"
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Interacting with Pixel

"1. Step in front of the mirror." Had this action turned on the virtual assistant to greet you?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure14 "Interaction with the Virtual Assistant"

"2. Ask the device about the weather in Dublin”. Did you get a correct answer from the virtual
assistant?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure13 "Weather for particular location"
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"3. Ask the device about the weather outside”. Did you get a correct answer from the virtual
assistant?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure16 "Weather for current location"

"4. Ask the device what is the time". Did you get a correct answer from the virtual assistant?

10 responses

@ Yes, it worked first time

® Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure15 "Currenttime"
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"5. Ask the device about COVID-19 statistics in France". Did you get a correct answer from
the virtual assistant?

10 responses

@® Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure17 "COVID-19 statistics"

"6. Ask the device for the definition of computer”. Did you get a correct answer from the
virtual assistant?

10 responses

@ Yes, it worked first time

@ Yes it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure18 "Definition"
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"7. Ask the device for today's date". Did you get a correct answer from the virtual assistant?

10 responses

@ Yes, it worked first time

® Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure19 "Current date"

"8. Ask the virtual assistant for help"”. Did you get a correct answer from the virtual assistant?

10 responses

@ Yes it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure20 "Requesting help"
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"9. Ask the virtual assistant for information about SuperValu in Kilkenny”. Did you get a
correct answer from the virtual assistant?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure21 "Location details"

"10. Tell the virtual assistant to call the cinema in Kilkenny". Was the call to the Cinema
performed?

10 responses

® Yes, it worked first time

® Yes it worked from the second time
@ Yes, but| had to attempt multiple times
@ No, it did not work at all

Figure22 "Calling location"
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"11. Ask the device to create an emergency contact”. Did the virtual assistant created the
emergency contact?

10 responses

@ Yes, the emergency contact was created

@ No, the device requested me to register
before | can proceed

@ No, it did not work at all

Figure23 "Create emergency contact”

"12. Tell Pixel you want to register”. Was the registration process a success?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure24 "Registration process"

36| Theodora Tataru



"13. Ask the device to create an emergency contact - use your personal phone number if
required”. Was the emergency contact created?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure25 "Creating emergency contact"

Did you receive a text message informing you that you are assigned as an emergency
contact?

10 responses

® ves
® No

Figure26 "Message confirmation”
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"14. Tell Pixel you want to send an SOS". Did the virtual assistant sent an SOS?

10 responses

® Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure28 "Send an SOS"

Did you receive a text message informing you to get in about an emergency situation and a
full address?

10 responses

® Yes
® Mo

Figure27 "SOS message receive confirmation”
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"15. Tell the device to create a list". Did the device created your list?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure29 "Create a list"

"16. Tell the device to add an item to your list". Did the device added the item your list?

10 responses

@ Yes, it worked first time

@ Yes it worked from the second time

@ Yes, but| had to attempt multiple times
@ No, it did not work at all

Figure30 "Add item to a list"
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"17. Tell the device to show you your lists". Did the device showed you your lists?

10 responses

@ Yes, it worked first time

@ Yes, it worked from the second time

@ Yes, but | had to attempt multiple times
@ No, it did not work at all

Figure32 "Show lists"

How was your experience with Pixel Virtual Assistant?

10 responses

@ Easy and intuitive
@ Challenging

@ Very difficult

@ Frustrating

Figure31 "Overall experience"
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SURVEY INTERPRETATION

Before the testing process, | tried to include people from all age groups and different computer skill levels, Bgysesh amd
Figure5.

Half of the peoplethat were part of the testing process have basic computer skills and often need help when interacting with
technology, while 30% have medium skills, followed by 20% of people with advanced skills. Pixel Virtual #\ssasitdydiedicated
to people with low computer skills; therefore, having 50% of people with basic computer skills participate in thidgedting he
understanding if the device is intuitive and easy to use.

Unfortunately, given the COVID times, | couldot find people with hearing deficiencies to participate in this process.

DEBRIESESSION

During the debrief session, people were told how to interact with Pixel Virtual Assistant, ugsipgsoreeks, without actually showing
themthe device. The purpose of the debrief was to simulate an information leaf that would come with the dewitedf tivould be
commercialized at some point in time.

Some people had additional questions regarding the interaction with Pixel, mostly correlated with the keyword theyenaed to us
the Virtual Assistant's status (listening, processing, answeripgQesstions were answered, and most participants felt comfortable
proceeding to the interaction phase.

INTERACTION PHASE

During the participant's interaction with the device, the candidates were left alone in the room so that if the intdgrditenvistual
Assistant becomes complicated, they would not ask questions to the other persons inside the room. This reactiohusnaaisiral fo
beings.

As a supervisor, | could hear both the candidate's andith@lAs si st ant 6 s a n sctioa pedforme®vith theoconseste ,
of the participant.

SURVEY PHASE

The survey was given to each participant exactly after the interaction phase was finished. This was crucial to obtaia an accu
feedbackaboutthe interaction. The survey consisted oftipres with multiple answers, where only one answer can be chosen. The
survey was straightforward, and most participants finished its completion in alyouotiButes.

DEBRIEF

The first section of the survey was focused on the debrief session. The particigantsahatdow valuable the information given in
this session was now that they interacted with the device.

As an average, the participants valued the information rededffecient, as follows:

T 0Strongl9l42gr ee b
T olt was confusing, 0B58eeded more informationo
T 0Stlonmg sé&@w eed

According to the survey results, the brief was clear, precise, and valuable for the interaction phase.

INTERACTION

1 Step in frant of the mirror andwait for the device to greet you
90% of the participants were able to initiate interaction with the device from their first attempt, while 10% (one candidate)
had to remove their hat so that the Pixel Virtual Assistant can defaceits

1 Ask the device about the weather in Dublin
80% of the candidates were able to obtain this information from the first attempt.
20% (2 candidates) had to ask a second time to receive the correct information. In both cases where the candidates had tc
repeat their questions, thértual Assistant did not understand the request due to the participant's pronunciation.
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Ask for the weather outsid¢ devi ceds | ocati on)

70% of the participantsetrievedthe information required from the first time, while 3@%4rticipants) had to ask a second
time to receive the correctamfnation As before, the participants had to ask a second time for information, as the device did
not sufficiently understand their first request.

Ask the device what the time is

90% of the participants successfully finished the task from the first try, while the other 10% (1 participant) had to repeat its
guestion.

Ask about COVIBEL9 statistics in France

The candidates were asked to retrieve CO¥Dstatistics for France in particuld®% of the participants retrieved the

correct information from their first attempt, while the remaining 20% (2 participants) had to request the device saveral time
for this information until they got the correct result. In both cases, as before, #helidewit understand their request due to
the participant®s pronunciati on.

Ask for the definition of computer

At this stage, the participants had to retrieve the definition of the word computer from the device. 80% of the candidates
retrieved the definitio after their first attempt, while 20% had to ask the device a second time for the definition to retrieve
the correct answer.

Ask the device for today's date

Requiring the device for todayds dat e, tenpthilethe remaiaingpar t |
10% succeed from the second try.

Ask the virtual Assistant for help

When requiring help, the device returns a brief answer guiding the participant on how to interact with the mirror. When
requesting for help, 100% of thearticipants had succeeded from the first try.

Ask the virtual Assistant for information about SuperValu in Kilkenny

For this task, the candidates had to retrieve information about a local supermarket: SuperValu from Kilkenny. 60% of the
participants hadwccessfully received the request information from the first attempt, while 30% were successful from the
second attempt. The remaining 10% received the information required after several attempts.

This task's complexity is higher than the previous omefri@gng information about particularlocation can be performed

in several different ways; therefore, 40% of the participants had to interact with the device more than once to retrieve the
information.

Tell the virtualAssistant to call the cinema iKilkenny

For this task, the participants were asked to require the device to call a particular location: the cinema in Kilkenny, and i
someone answers the phone, to ask when the cinema will be back open for the public. The results for this agtitcalvere id
to the previous one.

Ask the device to create an emergency contact

The participants were asked to create an emergency contact (next, efitiout being registered. This action requires that

the user enquiring this action to be registered.

100% of the participants were asked to register before they could proceed with this action, resulting that the device
differentiates the registered user and unregistered users successfully.

Tell Pixel you want to register

The register functionality is one af tore parts of the system. When the participants requested to registeical0éo

register from the first attempt, while 30% succeeded from the second try.

Note:the registration was successful for all participants from the first time, but requirigigter keas successful for 70% of

the participants from the first try. In comparison, 30% had to request registration a second time.

Ask the device to create an emergency contéatse your personal phone number if required

For thidask, the participantsave required again to create an emergency contact, but this time all being registered on the
device. For simplicity and testing accuracy, the candidates were instructed to provide their own personal phone number to
Virtual Assistant.

90% of the candidéescreatedthe SOS contact from the first try, while 10% (1 participant) were successful from the second
try. The candidate that was successful the second time had problems dictating the phone number to the device.

Tell Pixel you want to send an SOS

Now tat each candidate has an emergency conteedted, they were asked to send an SOS. When requiring the device to
send an SOS, the device sends a text message to the designated emergency contact. The text message contains the full
address where the mirr@ located and information about the sender. This message aims to alert the next of kin of the user
that the person interacting with the device is in distress.
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90% of the participants were able to send an SOS from their first attempt, while 10% of ti@paants were successful on
the second try.
As each participant had provided their personal phone number as their next of kin, 100% of the candidates confirmed that
they had received a text message from the virAsdistant after sending an SOS.

1 Tell the device to create a list
The participants werrequired to create a personal list (e.g., a shopping list, a grocery list). 80% of the participants were
successful on their first try, while 20% from their second attempt.

1 Tell the device to add an item to your list
For this taskhe candidates were asked to add an item to their list (e.g., add butter to the grocery list). As before, 80% of the
participants were successful on their first try, while 20% from their second attempt.

1  Ask the device to show you your lists
For the final taskhe participants were required to ask the device to show their list. 80% were successful on their first try,
while 10% from the second try. The remaining 10% had to try several times until they could see their list.

How was your experience with Pixel Virtual Assistant?
10 responses

@ Easy and intuitive
@ Challenging

Very difficult
@ Frustrating

Figure33 "Overall experience"

Overall, 80% of the candidates found Pixel Virtual Assistant easy and intuitive to use, while 20% found the interadtengagych
Observing each participamparticularlythe 20% of the candidates who found the interaction chatigritad problems with their
pronunciationThey were not native English speakbence the&/irtual Assistant did not understand their request.

INTERFACE
1 80% of the users were delighted with the user interface, finding it easy to use and with an diesiijive

1 10% of the users found the interface too minimalistic
1 10% of the users found the interface elegant and easy to use

INTERACTION
1 30% of the users found strange the dialog with an object, but after a few conversations with the device, they welg positi
impacted by the experience

1 70% of the users were positively impacted by the interaction with the device

REGISTRATION
1 10% of the users found the registration too complicated

1 10% of the users felt embarrassed to perform different faeigiressions in front of the mirror
1 80% of the users found the registration fun and easy
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PERFORMANCE

1 100% of the users felt that the device is fast and accurate
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CHALLENGES

The devel opment of OPixeld Virtual Assistant was é&reabthatof o
are classified asomplexby default.

Following in this section, | will describe different challenges that | had erexbdating the development process.

NO PYTHON EXPERIENCE

When | started this project, my experience with Python language was very brief, but having expertise-Qr@ect languages,
the learning process was fast.

As with any other programming larage, the learning process is never finished; therefore, learning and developing this project using
Python was a fascinating journey with ups and downs.

Python, compared with other Obj€atiented languages, has a simplified syntax that is based on natural language. It is a-general
purpose language, and it is very popular within Raspberry Pi projects.

Python is a mature programming language, having cdrapsive documentation, guidelines, and tutorials to help developers. This fact
hel ped a |l ot in the projectfés devel opment, as technologies
different projects.

Python also has excellent liies that developers can use to save time and effort on the life cycle development. Several Python
libraries were used for this project, such as OpenCV, speech recognition, google text to speech, Tkinter, multipdoztbesg, an

About the performarecof the language, some developers consider that Python is faster than most languages, while others believe tf
Python is definitely slower than Java, C#, and of course C and C++. From my personal experience, as | had the oppliveunity to
deep into thePython multiprocessing layers, | believe that Python is a fast language but is indeed slower than C, C++, and Java.

Python also comes with a big plus, compared with other languages, as the major trends at the moment, such as Mackitmitiearning
Compug, and Big Data, are highly compatible and easy to use with Python.

The most significant milestones in my journey with Python were multiprocessing and teaching my brain to think & a higher lev
compared with languages as Java and C# where | am moftjamt. The simplicity of the language, in the early beginnings, was an
obstacle, as | was trained for years to program at a lower level.
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PANTILT HAT

The servos from the R&iit Hat were tested using Python. The purpose of the test was to trantposéé the PID controller concept
with the goal of moving the servos with the movement of a user.

The coordinates values of the video frame, as sd€igime34, seem

90 odd, but they are correct. Since each servo has ad&free range
of motion, the seos' neutral point is in the cemtat 0, 0. A value
ranging from-1 to -90 is required to raise the tilt servo up; similarly, a

. value ranging from 1 to 90 is required to move the servo ddha
y - tilt pan servo functions on the same theory.
+90 X - pan -90
+90

Figure3460Vi deo frame coordiTmnatedaadd
Source: Theodora Tataru 2020

The first module implemented isithe class.py  classThe facial identification in this class is achieved with OpenCV. As seen in
Figure 35 this class's objectivg to detect all faces in the video frame, determine the center coordinates of the closest face, and retur
the values

The second module is the classigure35, and it applies the PID controller principle to coordinate servo movement based on the
face's center coordinates and the center of the camera video frame.
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Figure35 "PID Controller and Face Centering"
Source: Theodora Tataru 2020

The PID controller is a mathematical formula that is applied to the input to govern the output. Before the output, iguieethtmn
monitor the input and get it to the desired stage. D controller achieves this optimal fixed point by tracking the input and
measuring how far away from the desired point this particular input is.

For this projecttd primary function is to process the coordinates of the center of the face and dieates of the camera video
frame in order tacoordinatethe serve movement while holding the face as close to the center of the camera frame as possible.

The PID controller class calculates the coordinates of where the servos must be shifted keepdbetmonitored face in the video
frame's cermr.

To test the Raspberry Pi servos, a PID controller class was used with the following numefReadideiotk, 2019)

1 Horizontal

o Kp:0.09

o Ki:0.08

o Kd: 0.002
T Vertial:

o Kp:0.10

o Ki:0.11

o0 Kd: 0.002

The delta time was determined by subtracting the present time from the previous time the servo had traveled to mefésumecde di
between the traveling perioq®Rockbrock, 2019)

# gr ab the current time and calculate delta time
self . currTime = time . time ()
deltaTime = self .currTime - self . prevTime
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