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Introduction 
This report describes the setup and configuration of a network using Windows server 2019. The goal of this 

project was to create a secure and efficient system for managing users, devices, and resources in a 

business environment. The process involved installing and configuring a Domain Controller, setting up 

Active Directory, and applying security measures to protect the network. Additionally, tools like NinjaOne , 

Wazuh, PingCastle , BloodHound , PRTG Map , Kerbrute and NMAP For integrated to improve system 

management, security monitoring, remote access and pen testing.  

In this document, I will explain the steps taken to complete the project, the tools used, and how the system 

was tested for performance and security. The report also includes a review of the project success and 

challenges, as well as lessons learned through the process. (2019, 2024) 

Setup 
 

The initial setup of the domain infrastructure involved installing and configuring a Windows Server 2019 

machine as a domain controller. Additionally, other physical servers were configured to host virtual 

machines (VMs) using Hyper-V, enabling the simulation of a scalable and secure business environment. 

Hyper V replica was setup for replication of the second Domain Controller. An Ubuntu server was setup to 

serve as a device where Open-source tools are installed and configured. Below is a comprehensive 

overview of what has been completed. 

 

Windows Server 2019 Installation 

The process began with the preparation of a bootable USB drive containing the Windows Server 2019 

installation files. I downloaded the ISO file from Microsoft official website and used it to Rufus to create a 

bootable USB. This step included selecting the USB drive in Rufus, specifying the downloaded ISO, and 

ensuring the appropriate partition scheme (GPT) West chosen for UEFI systems. 

With the USB drive ready I Install Windows Server 2019 on the physical PC. This required configuring the 

BIOS to prioritise booting from the USB. Once the installation with is launched I follow these steps: 

 

1. Selected the "Desktop Experience" installation option to include a graphical interface. 

2. Partitioned the hard drive for the operating system. 

3. Configured regional and language settings. 

4. Completed the installation by creating an administrator account and setting a secure password. 

 

Configuring the Domain Controller 

After Installing Windows Server 2019, I proceeded to configure the machine as a domain controller. This 

involved installing the necessary role and setting up the DHCP, DNS and Active Directory Domain Services 

(AD DS). 

Role Installation 

Using the server manager, I launched the “Add roles and Features” wizard. In this wizard, I selected the 

following roles: 
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• Active Directory Domain Services (AD DS): Essential for domain management and authentication. 

• DNS Server: Required for name resolution within the network. 

• DHCP Server: To dynamically allocate IP addresses to devices. 

Additional features, such as Group Policy Management, were enabled to facilitate centralised policy control. 

 

DHCP Configuration 

The DHCP server was configured with customized IP addresses range to manage network resources and 

efficiently. The following address allocation were implemented (As shown in Figure 1): 

• 192.168.1.1–1.99: Reserved and excluded from the DHCP scope. 

• 192.168.1.100–1.149: Assigned for key infrastructure devices, including the domain controller. 

• 192.168.1.150–1.200: Allocated for the guest network’s router DHCP. 

• 192.168.1.201–1.254: Excluded from DHCP scope to allow for manual assignments if needed. 

The DCP options were configured to direct devices to use the domain controllers IP address : 192.168.1.30 

for DNS resolution and to set the gateway address for external traffic  

 

 

Figure1 
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DNS Configuration 

The DNS server was set up to manage name resolution for all the devices within the domain. A forward 

look up zone was created for the domain "Securecall.local," allowing devices to resolve host names to IP 

addresses. A reverse lookup zone was also configured to enable IP to host name resolution, ensuring 

seamless communication and network diagnostics ( As shown in Figure 2). 

Promoting to Domain Controller 

The Server was promoted to a Domain Controller by completing the following steps: 

1. Running the Active Directory domain services configuration wizard 

2. Creating a New Forest with a root domain “Securecall.local” 

3. Configuring Replication options and verifying the integration of DHCP and DNS with Active Directory 

 

Figure 2  

 

Active Directory Structure 

To organize the domain and simplify management, I structured Active Directory by creating specific 

Organizational Units (OUs). These Ous included (Example on Figure 3): 

• Admins: Containing accounts with administrative privileges for managing the domain. 

• Guest Users: Containing accounts with restricted access for temporary users. 

• Regions: Each region has its own OU, such as: 

o Carlow 

o Dublin 

• Departments: Each region’s OU is further divided into departmental OUs, including: 

o Finance 

o HR 
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o Intervention 

o IT 

o Management 

o Marketing 

o Service/Instal 

 

 

Figure 3  

 

 

 

 

 

 

 

 

 

 

 

• Subdivisions: Within each department, OUs are further divided into (As shown in Figure 4): 
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o Servers 

o PCs 

o Users 

 

 

Figure 4 

 

Security Groups were created to manage permissions effectively and align with this structure. These 

groups included: 

• Department Members: For access control based on department roles. 

• IT Admins: For administrative access across the domain. 

• Distribution Groups: Established at both the department and regional levels to make communication 

easier. 

Test user accounts were added to ensure the functionality of group policies, access controls, and 

communication workflows.  

Importance of Structured Security Groups 
Why Structured Security Groups Matters: 

Better Security: 

• Role-Based Access: Assigning permissions based on job roles ensures that people only access 

what they need, reducing the risk of unauthorized access. 

• Least Privilege: Users get the minimum access required for their tasks, which helps protect sensitive 

information. 

Easy Management: 

• Central Control: Managing permissions from one place makes it simpler to apply and enforce 

security rules. 

• Scalability: As the company grows, new users can be quickly added to the right groups without 

manual setup for each person. 
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Simplified Auditing and Compliance: 

• Audit Trails: Clear records of who has access to what make it easier to review and ensure 

compliance with laws and policies. 

Compliance: Consistent application of access controls helps meet industry standards and regulations. 

Improved Communication: 

• Distribution Groups: These groups help share information quickly and accurately within departments 

and regions. 

• Collaboration: Grouping users by roles and departments makes it easier for team members to work 

together and share resources. 

Testing and Validation: 

• Test User Accounts: Using test accounts helps check that security settings work correctly before full 

deployment. 

 

 

Virtualization with Hyper-V 
A few other physical servers were configured to host virtual machines using the Hyper-V role. This was 

accomplished by installing the Hyper-V role via Server Manager and then enabling the Virtual Machine 

management and Hyper-V Platform Features (AnthonyBartolo, 2023). 

 

Virtual Machine Configuration 

Several VM’s were created, including Windows 2019 and Ubuntu-based VM. The Ubuntu server was 

configured to maintain security by running Wazuh and PingCastle for data collection. Network adapters 

were set to use the domain controller’s IP address (192.168.1.30) as their default gateway, while router’s IP 

address (192.168.1.254) was designed for external traffic routing. The VM square then joined to the domain 

by verifying communication with that domain controller, allowing them to operate as domain members. This 

setup enabled centralised authentication and management through Active Directory 
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File Sharing and Device Integration 

File Sharing 

To centralise resources, shared folders were created on the domain controller with permissions based on 

job roles and access needs. Each department has its own folder, accessible only to its members, and some 

folders are accessible based on user roles, like admin folders for IT admins. Project folders are accessible 

only to team members involved in those projects. This setup ensures user can only access the files they 

need, improving security and preventing unauthorised access. Overall, this organisation of file sharing and 

device integration improve security, management, and teamwork.  

 

Identified Risks and Gaps 
The current setup provides a foundational infrastructure but has several areas requiring improvement. 

Here are some gaps: 

• Single point of failure: the domain relies on a single domain controller, making it vulnerable to 

downtime if the server fails. 

• No endpoint protection: devices lack tools for detecting and responding to end point attacks. 

• No backup solution: there is no mechanism for recovering data or configuration in case of failure. 

• Unhardened Systems: security best practises have not been implemented, increasing the risk of 

compromise. 

• Lack of monitoring: There is no centralised monitoring or alerting system 

 

Security implemented  
 

Remote Management with NinjaOne 

I choose NinjaOne because it is a tool that helps me manage and monitoring devices in real time. It lets me 

check the health and performance of systems so I can see things like their status, hardware, software, and 

security. With NinjaOne I can remotely access devices, fix issues, install software, and make sure 

everything stays up to date with automatic patch management. It also tracks assets, sends alerts, and 

generate reports. The platform works with other tools, making it easy to manage IT tasks all in one place. 

The cloud-based dashboard is simple to use, and I can handle everything from one spot without much 

hassle.  

Installing ninja one on server was a relatively straightforward process, as it provides a cloud based remote 

monitoring and management platform for IT operations. I began by downloading the NinjaOne agent for 

servers from their official website and follow the installation instructions provided. Agent was easily installed 

using terminal commands, and I configure it as a service on the server NinjaOne.  Agents were diploid to 

each device to allow me to collect data and connect remotely.  

Key Capabilities and features of ninja 1 include: 
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Remote Access and Management: 
All devices are organized within a dedicated folder labelled "Emil Project" (as shown in Figure5) 

 

 

Figure5 

 

 

 

 

 

 

 

 

 

 

 

Data Collection and Monitoring: 

NinjaOne provides detailed insights to (as shown in Figure6): 

• Hardware Usage: Real-time data on CPU, memory, volume and network adapters 
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• Software Information: Driver details, installed application, and vulnerabilities. 

 

 

 

Figure 6 

Patching and Software Deployment: 

• Silent Installation and updates for software across all devices  

• Custom script execution to automate tasks or enforce configurations (as shown in Figure7) 

 

Figure7 
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Advanced Troubleshooting Tools: 

• Access to remote registry, task manager, file browser, and system diagnostics for quick issue 

resolution (as shown in Figure8): 

 

Figure 8 

Vulnerability Management: 

 

Identifies potential risks, ensuring devices remain secure and compliant. 

By integrating NinjaOne into the domain setup, the organisation infrastructure is more visible, it improved 

system management, and streamlined workflows, ensuring devices across the network remain secure and 

operational (Rodriguez, 2024). 
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Wazuh Server Deployment 

A dedicated Ubuntu 22.04 server was configured to host a Wazuh server, which provides centralized 

security monitoring and log collection (Wazuh, 2024) 

Installation Process 

• Installed Ubuntu 22.04 on a physical PC and configured it with a static IP for stable communication. 

• Deployed the Wazuh server using its official repository and setup scripts, ensuring dependencies 

like Elasticsearch and Kibana were installed for data storage and visualization 

 

 

Wazuh Integration 

To install Wazuh on Ununtu Server, I followed the steps outlined in the official Wazuh documentation. I 

started by adding the Wazuh repository to my system and installing the necessary dependencies using the 

command line. Once I installed the Wazuh manager, hi configured to run as a service. However, as Wazuh 

is an open-source tool, it is available for free, but its setup can be a bit tricky. One of the difficulties I 

encounter was that while Wazuh works only on Ubuntu Server, and Ubuntu Server installation does not 

come with a GUI interface. Then I had to install and configure a web-based user interface, which would 

allow me to connect and manage Wazuh via a browser. Once everything was set up, I was able to monitor 

security events and configure the server through the browser interface. 

Then Wazuh agents were deployed on the domain controller and other PC’s and VM’s ( as shown in Figure 

14)  

 

 

Figure 14 
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The agents enabled data collection for the following functionalities: 

 

Configuration Assessment:  

Identifies misconfiguration using CIS benchmarks: 

 

Figure 15 

 

 

Threat Hunting:  

Collects data for suspicious activities 
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Figure 16 

 

 

Figure 17 

 

 

 

Vulnerability Assessment:  

Identifies software and system vulnerabilities for remediation: 
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Figure18 

 

Figure 19 

 

 

File Integrity Monitoring (FIM):  

Tracks changes to critical system files to detect unauthorized modifications: 
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Figure 20 

MITRE ATT&CK Framework:  

Detects threats and MITRE techniques for a structured approach to threat mitigation: 

 

Figure 21 
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Ping Castle Integration  

I installed PingCastle on the main server and I ran a script for investigating the main Domain Controller for 

checking the security of the Active Directory environment. (as shown on Figures 22 and 23):  

 

Figure 22 

 

 

 

Figure 23 
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Once the scan was complete, I opened the generated HTML report to review the findings. 

The analysis provided a detailed breakdown of potentials vulnerabilities and security issues within the 

environment like weak passwords policies, outdated configurations , and areas lacking proper security 

controls (as shown in Figures 24 and 25): 

 

 

Figure 24 

 

 

 

 

 

Figure 25 
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After going through the results, I identified several issues that needed to be addressed to improve the 

overall security. These issues require immediate attention, including improving password policies and 

updating certain configuration to ensure the rain with more secure and align with the best practises 

I made a plan of action how I can do to start remediation and below can be seen the steps: 

 

 

Figure 26 
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Implemented Best Practices 

Backup Images on an external Hard Drive: 

I used Veaam to do the backup internal and on external drives. The internal backups were set for running 

the backups daily and for external backups I choose to do them on external hard drives every month. To do 

this I had to create repositories and then do the backups and save them to drives that was called ARCHIVE 

(as shown in Figure 9,10,11, and 12) These external drives were stored in a vault just in case of a disaster 

(12, 2024). 

 

 

Figure 9 
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Figure 10 
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Figure 11 
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Figure 12 

 

 

 

 

 

 

 
Figure 13 

 

 

Hardening Systems:  
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Applied configurations based on recommendations from PingCastle, Wazuh and NinjaOne . This included 

improving group policies, securing passwords, and restricting administrative privileges. 

 

Asset Management:  

Achieved centralized tracking of assets through Wazuh for improved oversight. 

 

 

 

Comparison Table: Before and After 

I made a table to compare the system how it looks without any security implementation and how  it would 

look like after implementing best practicing  for monitoring and detecting risks and gaps, and what tools will 

help me doing this: 

 

Feature Before Risk After 

EDR 

(Endpoint 

Detection) 

None 
Devices 

unprotected 
Wazuh 

Configuration 

Assessment 
None 

Misconfigurations 

undetected 
Wazuh 

Vulnerability 

Assessments 
None 

Vulnerabilities 

unresolved 
Wazuh 

SIEM None 

Lack of 

centralized 

monitoring 

Wazuh 

File Integrity 

Monitoring 
None 

Unauthorized file 

changes 

undetected 

Wazuh 

Threat 

Hunting 
None 

Inability to 

proactively detect 

threats 

Wazuh 

Log 

Collection 
None 

No centralized 

log storage 
Wazuh 

Hardening 

Best 

Practices 

None 

Devices not 

hardened so risk 

of compromise 

Configurations 

using 

recommendations 

from Pingcastle, 

Bloodhound, 

Wazuh 
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Feature Before Risk After 

Asset 

Management 
None 

Limited visibility 

into devices 
Wazuh 

DC 

Replication 

Single 

DC 

Single point of 

failure 

Planned for next 

phase 

Backups 
No 

backups 

No restore 

opportunities 

Backup plans 

underway 

 

 

 

Improvements:  

GPO Settup : 

Disable LLMNR 

Why disable LLMNR? 

To protect if a Man-in-the-middle attacker gets between the client and the file server. If the attacker receives 

the LLMNR response, then the Windows service disclose the user’s credential hash to an untrusted third 

party. A smart attacker can relay on that hash to the file server and the network never think anything is 

wrong. In most cases LLMNR protocol is no longer need because DNS has taken over (Bradley, 2019). 

 

 

Figure 27 

Disable NTLMv1 
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Why Disable NTLMv1? 

NTLMV1 hashes can be intercepted and used for authentication relay attacks or even dictionary attacks, 

granting attackers unauthorized access to sensitive systems. New NTLM vulnerabilities have been 

disclosed over the last few years (Segal, 2025). 

 

  

Figure 29 

 

Enforce LDAP Signing 

Why? 

LDAP signing ensures that LDAP communication between clients and servers is secure, preventing Man-in-

the-middle attacks. Enabling this will prevent against this kind of attacks (Server, 2025) 
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Figure 30 

 

 

 

Enable Kerberos Auditing via Group Policy 

 

 

Figure 31 
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System Audit Policy Configuration 

I set Up Audit Policy to log both successful and failed security events across key areas. This includes 

system events, logon/logoff activity, file and registry access, privileged actions, process tracking, policy 

changes, and account management. It also covers Active Directory changes and account logon events like 

Kerberos. I verified the setup using the auditpol /get /category:* command to ensure everything is 

correctly configured. 

 
 

Password Policy Configuration 

I configured the Password Policy to enhance password security and enforce stronger password protection. 

The settings were modified as follows: 

I updated the password and account lockout settings to improve security. The minimum password length 

was increased from 7 to 11 characters to make passwords stronger. The maximum password age remains 

at 42 days, meaning users change their password every 42 days. The minimum age is still 1 day, so users 

can change their password right after setting a new one. To prevent password reuse, the system 

remembers the last 24 passwords. The account lockout threshold is set to “Never” so accounts won’t lock 

after failed login attempts. However, if a lockout does happen, the account will stay locked for 30 minutes. 

The system also tracks failed login attempts for 30 minutes before resetting the counter. 

 

 

Steps to Add a Secondary Domain Controller: 

I have setup two domain controllers in different regions, with the first domain controller located in Carlow, 

which serves as the primary controller with DNS, DHCP, and Active Directory setup. The second domain 

controller is in Dublin, acting as backup in case of issues like a power outage in Carlow. Although my 

project is based in Carlow, and I can’t physically manage both locations. I can demonstrate that this setup 

works. In a real-life scenario, to make this functional, a VPN tunnel would need to be established between 

both sites. This would allow the Dublin domain controller to take over the operation masters role if 

necessary, ensuring continuity of services even if the Carlow site experiences downtime. This setup offers a 

practical solution for improving reliability and availability in distributed environments. 

 

Here I have the Carlow main domain controller running as master: 
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Figure 32 

 

 

 

 

 

 

 

 

 

By running netdom query fsmo command we can see the details: 

This will return the domain controllers that hold the FSMO roles. It will list the following roles: 

 

• Schema Master 

 

• Domain Naming Master 

 

• PDC Emulator 
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• RID Master 

 

• Infrastructure Master 

 

 
Figure 33 

In this situation the master’s is Carlow Domain Controller. Then we connect to the second domain, and we 

switch the master’s to second domain controller. By pressing Change will change the masters operation 

and (shown in Figure bellow) 
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And then the Second Domain controller takes control by being the masters: 

 

 

 

 

 

But it will only be master’s on RID pool manager which will allow the functionality for the moment: 
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Creating VM replication for Domain Controller: 

The replica is specifically set up for the Dublin domain controller to replicate the Active Directory, DNS, and 

other critical services from the primary domain controller in Carlow. This setup ensures that the Dublin 

domain controller has an up-to-date copy of all necessary information, providing redundancy and backup in 

case of failure. However, the replication is configured only for the Dublin domain controller, meaning it can 

replicate data from Carlow but is not automatically taking over roles or services unless manually promoted. 

If the Carlow domain controller experiences an issue, the Dublin domain controller can serve as a backup 

for some services, but for full failover, additional steps, such as transferring FSMO roles (roles, 2025), 

would need to be carried out 

Hyper-V Replica is an integral part of the Hyper-V role. It contributes to your disaster recovery strategy by 

replicating a virtual machine (VM) from one Hyper-V host server to another to keep your workloads 

available. Hyper-V Replica creates a copy of a live VM to a replica offline VM (Replica, 2025). Note the 

following: 

As I have the Domain Controller on a VM I had to Enable Replication from this VM Server to the server I 

need to do the replication VM-HOST02 in my case  

 

Figure 35 
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Figure 36 

 

 

 

Figure 37 

 

 

Then I had to enable replication on the other server and Allow To connect through port 80 for creating 

Replication: 
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Here I have the Domain Controller successfully replicate and turned OFF as the other one running on the 

other Server: 
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Backup Images on an external Hard Drive: 

 

 

Figure 38 



37 
 

 

Figure 39 
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Figure 40 
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Figure 41 
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PRTG Map 

I added a PRTG Map to one of the PC’s and configured it to monitor various devices across the network. 

This included both domain controllers, all servers, printers, static PC’s, and network graphs. The PRTG 

system works by pinging these devices and using other monitoring functions to track their status and 

performance in real time. This setup allows me to keep and eye on the health and availability of all crucial 

devices, ensuring that any potential issues are quickly identified. With PRTG’s monitoring, I can easily 

visualize network traffic, device uptime, and other key metrics, making it easier to manage and maintain the 

network infrastructure. 

Map Designer in PRTG is a tool that lets you create custom network maps to visually monitor your devices 

(Designer, 2024). It allows you to arrange devices, servers, and networks graphs. with color-coded alerts to 

show device status – yellow warnings and red for offline devices. This helps you quickly see the health of 

your network and easily spot issues: 

PRTG Map Monitoring live devices and traffic (as shown on Figure 42: 

 

 

Figure 42 
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PEN TESTING: 

Bloodhound:  

Used to analyse Active Directory and identify potential attack paths, assisting in securing the domain 

against lateral movement threats (BloodHound, 2023). 

I installed Bloodhound and Neo4j Desktop to analyse my Active Directory environment. This was setup on a 

PC that is not join to the domain and it is used for checking Active directory weak Paths as Pen Testing.   

First, I set up Neo4j Desktop, which acts as the database for storing and visualizing data. Then, I connected 

Bloodhound to Neo4j by entering the connection details (as shown in Figures 43 and 44) 

 

 

Figure 43 
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Figure 44 

 

 

After all this, I ran the Sharp Hound tool using the command SharpHound.exe -c All  to collect information 

about users, administrators, groups, and permissions in th Active Directory. One Sharp Hound finished, I 

imported the generated .Json files into Bloodhound Interface Graph. Bloodhound then displayed a graph 

showring the relationships and possible attack paths in the AD network. This allowed me to analyse 

potential risks and identify areas that needed attention. 

Nothing major was found and no paths that represent risk were found eighter. I made some screenshots 

with the users and the connections they have directly to the domain (as shown bellow) 
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Few examples of Administrator rights and users’ rights bellow: 
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Kerbrute: 

I tested a list of strong passwords using brute force method on Kerbrute(as shown in Figure 46). With this I 

tried many of possible combinations to break into the system. However, none of the attempts were 

successful. 

This result shows that the passwords were strong enough to prevent the brute force attack from 

succeeding. It also highlights how important it is to use complex and unique passwords, as they are much 

harder to crack using brute force method. 

Although I didn’t succeed in breaking the passwords, this test was a good demonstration of how effective 

strong passwords can be in protecting accounts and systems. 

 

 

 

Figure 46 
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NMAP  

 

I perform Host Discovery 

 

 

 

Results: 

I identified 24 active hosts on the Network. Key findings include several domain controllers and VM hosts, 

along with various unknown devices. Some hosts were identified as workstations joined to the domain, 

while others appeared to be third-party systems as the network is a guest network. Additionally, there were 

devices likely functioning as routers or switches. The scan utilized SYN scan, service version detection, OS 

detection, and skipped host multiple formats for detailed analysis. Nothing unprotected was found . 
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Scan for Open Ports & Services: 

 

-sS: SYN scan 

 

-sV: Service version detection 

 

-O: OS detection 

 

-Pn: Skip host discovery (since we know they’re up) 

 

-p-: All ports (1–65535) 

 

-oA: Save output in all formats (XML, grepable, normal) 

 

 

Results: 

The scan found multiple Windowws Server 2019 systems, Linux machines, and smart devices like LG TV’s 

where PRTG MAP is displayed. Key findings included exposed services such as Microsoft RPC, OpenSSh, 

and web applications on Node.js and lighted. Some services were running on non-standard ports (e.g. 

8888,1520,2197), but they are not vulnerable. This is normally caused because Devices still running on 

Windows 10 as was the only devices I can use and they cant be upgraded to Windows 11. 

 

 

Network scan for Open Ports and Services: 

I performed a network scan on the domain controller (Project-DC-S01) within the domain I created, 

Securecall.local. The sacn targeted port 389, wich is used for LDAP services, to verify the configuration and 

functionality of the domain controller and Active Directory services : 
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Findings 

The Nmap scan revealed the following key details: 

• Port 389: Open and running the LDAP service. 

• Domain Functionality: Level 7 

• Forest Functionality: Level 7 

• Domain Controller Functionality: Level 7 

• Root Domain Naming Context: DC=Securecall,DC=local 

• LDAP Service Name: Securecall.local:project-dc-s01$@SECURECALL.LOCAL 

• Global Catalog Ready: TRUE 

• Supported SASL Mechanisms: GSSAPI, GSS-SPNEGO, EXTERNAL, DIGEST-MD5 

• Supported LDAP Versions: 2, 3 

• DNS Host Name: Project-DC-S01.Securecall.local 

• Default Naming Context: DC=Securecall,DC=local 

 

 

 

 

Results 

The scan results confirm that the domain controller is properly configured and functioning as expected. The 

advanced domain, forest, and domain controller functionality levels indicate that the setup supports a wide 

range of features and capabilities. The presence of multiple supported SASL mechanisms ensures secure 

authentication, and the support for LDAP version 2 and 3 guarantees compatibilities with various LDAP 

clients. The successful integration and configuration of both Domain Controller and Active Directory 

services provide a robust and secure communication within the network. 

 

 

 

 

Network scan for Firewall and IDS Evasion, Specific Services and UDP Ports: 

 

 

Some other network scans were done using NMAP on the same Domain Controller. These scans targeted 

various ports and services to verify the configuration and functionality of the domain controller and Active 

Directory services. 
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Findings 

UDP Scan The UDP scan revealed several open and filtered ports: 

 

• 53/udp: Open (domain) 

• 67/udp: Open|filtered (dhcps) 

• 68/udp: Filtered (dhcpc) 

• 88/udp: Open (kerberos-sec) 

• 123/udp: Open (ntp) 

• 137/udp: Open (netbios-ns) 

• 138/udp: Open|filtered (netbios-dgm) 

• 389/udp: Open|filtered (ldap) 

• 464/udp: Open|filtered (kpasswd5) 

• 500/udp: Open|filtered (isakmp) 

• 3702/udp: Open|filtered (ws-discovery) 

4500/udp: Open|filtered (nat-t-ike) 

Several high-numbered ports: Open|filtered (unknown) 

TCP Scan for Specific Services The scan for specific services (HTTP, HTTPS, and DNS) showed: 

 

53/tcp: Open (domain) 

80/tcp: Closed (http) 

443/tcp: Closed (https) 

Fragmentation Scan The fragmentation scan, which attempts to evade firewalls and intrusion detection 

systems, revealed that all 1000 scanned TCP ports were filtered with no response. 

Result  

The scan results confirm that the domain controller is properly configured and functioning as expected. 

Critical services like DNS, Kerberos, and NTP are active, and firewall rules are effectively protecting the 

system. Overall, the domain controller and Active Directory services provide a secure and robust 

communication framework within the network. 
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Description of Conformance to Specification and Design 
 

The project was completed to the original plan, and the following tasks were successfully carried out: 

 

• Windows 2019 Installation: 

Windows Servers 2019 was installed with the Desktop Experience option so that it has graphical 

interface, making it easier to manage. 

• Domain Controller Setup: 

The Server was set up as a domain controller, and the correct roles – Active Directory Domain 

Services, DHCP, and DNS – were added, just as planned. 

 

• Network Configuration: 

DHCP and DNS were set up properly, including IP address ranges and making sure the server 

handled DNS requests, following the design 

 

• Active Directory Structure: 

The Active Directory was organized with Organizational Units (OUs) for users, departments, 

regions, and subdivisions. This helps with easier management and better security, matching the 

project design. 

 

• Group Policy Setup: 

Security settings were applied as planned like disabling LLMNR and NTLMv1, requiring LDAP 

signing, and enabling Kerberos auditing. These settings make the system more secure and fallow 

best practices. 

 

• Password and security rules: 

Password rules were put in place to require longer passwords and to lock accounts after several 

failed login attempts. This improves security and protects against unauthorised access. 

 

• Monitoring Setup and remediation: 
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Monitoring Tools like Wazuh, PingCastle , PRTG, and NinjaOne were installed and configured. 

These tools help keep an eye on server’s health and security in real time. 

 

• Penetration testing: 

Security testing was done using Kerbrute, Bloodhound, and NMAP. The results were positive, 

showing that the system is well-secured with no major problems found. 

 

• Disaster Recovery Plan: 

A disaster recovery plan was also created and implemented. This ensures that in case of a major 

problem or a failure, the system can be quickly restored with minimal downtime. 

Minor Adjustments: 

• Virtualization Setup: While virtualisation was part of the design, the initial number of VMs was 

adjusted during setup, only Hyper-V being use. Proxmox was not installed as originally planned due 

to some issues during installation. Using only Hyper-V compatibility and optical performance was 

ensured. 

• Bloodhound was meant to be used for monitoring, but it ends up being use for Pen Testing instead  

Improvements and Future Plans: 

 

• Secondary Domain Controller: 

A second Domain Controller has been set up to ensure that if the main domain controller fails, the 

other one can quickly take over with the minimal downtime. 

 

• Hyper-V Replica Setup 

Second Domain controller was set up as for replication using Hyper-V replica settings, making sure 

real-time copies of the server are available for fast recovery. 

 

• External Archive Backup 

External Archive backups are done monthly to protect critical data and server configurations, 

improving disaster recovery and data protection. 

 

• Full Failover Capability 

Full failover setup, including transferring FSMO roles, is planned. This allows the secondary domain 

controller to automatically take over if the primary domain controller fails, without minimal 

intervention. 
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Description of Learning 

Technical Learning: 

 

In this project, I learned a variety of technical skills related to server and network management. I installed 

and set up servers as domain controllers or Hyper-V to manage the network and user accounts.  I worked 

with organ organising users and devices, creating groups to control access to resources. I gain experience 

in configuring network services like IP addresses assignment and device communication. I set up virtual 

machines on a separate server and learn how to manage them for testing different operating systems. I 

also learn how to implement strong password and security policies to engage network security. To monitor 

the networks health, I use tools to track devices, server status, and network traffic in real time, helping to 

quickly detect any issues. I learned how to setup replication between servers to ensure smooth recovery in 

case of a failure.  I also learn how to use scripts in both windows PowerShell and LINUX server. Please 

help me automate tasks, manage configuration, and streamline system administration. Additionally, I 

practise penetration testing to identify potential vulnerabilities and security risk in the network, ensuring they 

were addressed before they could be exploited.  

 

Personal Learning: 

Beside the technical skills, I also learned a lot personally.: 

 

• Problem-Solving: during this project, I run into some problems, like making sure the network settings 

work properly and getting virtual machines and physical machines connected to the domain. Setting 

up the open-source tools as free agent servers was challenging as well involving allot of 

configuration. Solving these issues helped me get better at troubleshooting.  

 

• Time Management: I had to organise my time well to make sure I completed each part of the project 

on time. This helped me learn how to manage tasks and stay focused on what needed to be done 

next. 

 

 

• Attention to detail: I realise how important it is to be careful and pay attention to small details, 

especially when setting up security groups, IP addresses, and network settings. 

 

• Being flexible: some parts of the project didn't go as planned, and I had to adapt and make changes 

along the way. I learn how to be flexible and adjust my approach when needed.  
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Review of the Project 

What Went Right? 

The project went well in nearly all the areas. The installation of the servers was smooth, and the domain 

controllers was set up as planned, with a user-friendly interface that made management easier. The Active 

Directory system was organised effectively, which will simplify network management. Security 

improvements were made by disabling outdated protocols, enforcing stronger password etc. Monitoring 

tools were integrated, providing real time tracking of the networks health and helping to detect issues early 

for proactive management. The second domain controller was set up, with additional off a hyper V replica 

as well, an external backup along with replication were configured to ensure disaster recovery. Additionally, 

penetration testing was implemented which helped identify potential for their abilities before they could be 

exploited.  

What Went Wrong? 

• VPN Setup Not Done: VPN between the two regions was not able to be done for the school project 

because and access to the gas network and work where I created my environment. However, in real 

life scenario, I would establish a secure VPN connection between the domain controllers in a 

different location (e.g., Carlow and Dublin) To enable them to communicate securely.  

• Small Configuration Changes: There were some unexpected adjustments needed, such as updating 

the DHCP range for devices. Since the network I set up was on the Guest network in a workplace 

where devices like phones TV's and other non-essential devices need to connect, I couldn't use the 

entire subnet for the DHCP range on my domain controller. I wanted to ensure this device didn't 

receive IP addresses from the DHCP server I created, so I had to configure it accordingly. Well, this 

cause some extra work, it was necessary to ensure the network remained secure and properly 

segmented.   

What’s Still Left to Do? 

Complete Failover Setup: The VPN connection needs to be established to ensure secure communication 

between domain controllers in different locations. This will help complete the failover system 

More Penetration testing: While I did conduct some penetration testing, I wasn't able to complete a full test 

on the network and Active Directory as it wasn't originally planned. I had to do additional research before 

performing these tests and spend a lot of time on installing the proper apps for doing this Pen Testing, so 

there was limited time to fully analyse all potential abilities and security risks. I plan to conduct more 

through testing in the future. 

 

If I Started Again, What Would I Do Differently? 

 

If I were to do this project again, I would focus on redundancy first by ensuring the failover system, 

including the VPN connection an FSMO role transfer is fully operational. This is crucial for making sure the 

network can handle failures from the start. I would also spend more time planning configurations in detail, 

especially for IP addresses and DHCP, to avoid needing adjustments later. I will test each step more before 

moving on the next, as it would help catch any issues early and save time in the long run.  
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Advice for Others Doing a Similar Project: 

Plan Carefully: make sure you understand the requirements of each part of the project and how everything 

connects before you start. 

Test as You Go: Don't rush through the project. Test each part to ensure it works properly before moving on. 

Make Security a Priority: Set up security measures early on, especially for user management and access 

control. 

Keep Track of Everything: write down what you do and any problems you solve. This will help in the future if 

you need to make changes or fix things 

 

Were My Technology Choices Good? 

Using Windows server 2019 was the right choice for this project because it provided all the tools needed to 

set up and manage the network. Hyper V worked well for running virtual machines, allowing me to test 

different configurations and set up the system flexibly. Ping castle helped check the security of Active 

Directory by finding potential problems with group policies and access control, which could be risky if not 

fixed. The Linux server played an important role in supporting open-source tools and running various 

services. Wazuh was perfect for monitoring, helping to detect trend in vulnerabilities across the network.  

Ninja One made managing the network and devices remotely much easier, especially for maintenance and 

troubleshooting. PRTG was excellent from returning the networks help giving real time tracking and alerts 

for any problems. Finally, Bloodhound, NMAP and Ker brute. were useful for penetration testing, helping me 

find and fix security risk in the network 

Conclusion 
This project was a great learning experience where I got to set up and secure a network. I was able to 

create a stable and safe environment by installing the server, setting up user management, and applying 

important security settings. 

I also learn how to monitor the network and check the weaknesses to make sure everything runs smoothly. 

Virtualization help me test different setup without affecting the main system, which made the process more 

flexible.  

This project helped me understand the importance of planning, security, and a backup strategy to keep a 

network running safely. If I did it again, I would focus even more on making sure everything is set up for that 

long term, like ensuring the system can recover easily if something goes wrong. 

Overall, the project was successful and helped me learn valuable skills and managing and securing 

networks 
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